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Foreword

The ACS Symposium Series was first published in 1974 to provide a
mechanism for publishing symposia quickly in book form. The purpose of
the series is to publish timely, comprehensive books developed from the ACS
sponsored symposia based on current scientific research. Occasionally, books are
developed from symposia sponsored by other organizations when the topic is of
keen interest to the chemistry audience.

Before agreeing to publish a book, the proposed table of contents is reviewed
for appropriate and comprehensive coverage and for interest to the audience. Some
papers may be excluded to better focus the book; others may be added to provide
comprehensiveness. When appropriate, overview or introductory chapters are
added. Drafts of chapters are peer-reviewed prior to final acceptance or rejection,
and manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review papers are
included in the volumes. Verbatim reproductions of previous published papers
are not accepted.

ACS Books Department
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Chapter 1

Myths: What Are They and How Can We
Challenge Them?

Diane M. Bunce*

Chemistry Department, The Catholic University of America,
Washington, DC 20064

*E-mail: Bunce@cua.edu

Myths are cultural artifacts that result from our beliefs of how
teaching and learning take place and interact with each other.
Myths easily become “accepted truths” because they provide
simple answers that are consistent with our beliefs about the
teaching and learning processes. In order to challenge myths,
we must be aware of the beliefs we hold and strive to provide
targeted data to challenge these simple answers to multi-faceted
questions. Myths can only be dispelled with convincing data
and experiments that confront myths must therefore have clear
research questions, suitable methodologies, and appropriate
data collection and analysis. Such research must also have a
firm theoretical framework so that the research results can be
used to address our overarching beliefs about teaching and
learning.

Introduction

Comments are often made by teachers, administrators and students alike
regarding what constitutes good teaching, what problems exist in specific courses,
and why learning is difficult in these courses. These comments are repeated so
often that we as a community start to believe them, regardless of whether there
are data available to support such beliefs. This can be the origin of unchallenged,
but commonly accepted, myths. The myths seem to provide believable answers
to our questions. These answers are satisfying because they are consistent with
what we believe to be true about the processes of teaching and learning.

© 2011 American Chemical Society
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So what are our beliefs about teaching and learning? What paradigm are they
based on? To illustrate the connection between our beliefs and how these belief
systems influence the myths we find satisfying, let’s consider two examples. These
examples deal with how learning and teaching interact and the teacher’s role in the
classroom.

If we believe that a teacher’s role as expert is to provide knowledge to students,
then the myth that may seem most satisfying to explain why some students don’t
learn in our courses is that the students are not trying hard enough. On the other
hand, if we know that they are working hard, then a secondary explanation might
be that they were not prepared well enough to handle the rigors of the course we
are teaching. Our belief in how teaching should take place shapes our answers to
the question of why students are not learning.

If, however, we believe that students must integrate the knowledge they hold
in long term memory with the new knowledge to which they are being exposed,
then we might not believe that lecture or a teacher’s presentation of knowledge is
the most effective way to teach. In this situation, the answer to the question of why
some students are not learning might not be that students are not trying or are not
prepared. Instead, a more satisfying answer may be that the instructional method
(presentation of knowledge by an expert) doesn’t match how learning takes place.

In both of these examples, the problem is the same—some students are not
learning. The answer or myth we accept to explain this dilemma is based upon
our belief that either the students are not trying or the instructional method is not
adequate. Both myths are equally unsupported by data. They are myths because
they are cultural artifacts arising from our belief system. They are not answers
based upon research into the problem. One of the dangers of myths is that they
provide easy answers that may or may not be accurate. If we accept these myths
because they are consistent with our beliefs about teaching and learning, we
may not see the need to investigate the reasons for the problem and thus miss
an opportunity to supply data to address the question and help us formulate an
objective and proven explanation of the problem.

Myths are dangerous not only because they provide easy answers to problems
in teaching and learning but also because they can become lodged in our collective
psyche as simplistic answers to complicated problems. If we are not skeptical of
these easy answers, then our research may be designed incorrectly because it may
be based on a false foundation. This could result in incorrect questions being asked
and inaccurate conclusions being reached.

What If?

What if we decided to challenge somewell establishedmyths? Wewould need
data. This data should come from research that was tightly designed and executed.
Such research, like all research, should be skeptical of easy answers to complicated
questions. The research methodology should account for important variables in
teaching and learning, and control those that cannot be measured directly. The
data analysis should be a deep evaluation of the variables themselves, and would
need to go beyond reporting of percentages and calculations of simple t-tests.

2
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Investigating such research questions might require unique methodologies that
includemore than the usual pre/post achievementmeasures and survey instruments
or use these instruments in new ways. Tools used in such experiments would need
to precisely measure the variables of interest and may involve novel approaches or
techniques to accomplish this effectively. And lastly, an adequate amount of data
should be collected to allow accurate conclusions to be drawn. Lack of sufficient
data could result in a false interpretation thus creating a new myth.

Myth-challenging research may need to start small, investigating myths
that directly impact our classroom experience. Subsequent research could move
to more global questions related to how learning takes place in general. By
examining what we currently believe, and challenging ourselves to ask questions
that confront these beliefs, we could develop research questions that have the
potential to substantially increase our understanding of teaching and learning.
The end result could be data that challenge the myths, causing us to confront
our beliefs of how people learn and the role of teaching in that process. There is
also a place for educational and cognitive psychological theories in this research.
Without theories to help explain and provide the framework for such research, the
resulting investigations might result in a “million points of light” about teaching
and learning that do not coalesce to help us understand the bigger picture.
Theory-based research helps build on what was learned in previous research and
extends our multi-faceted understanding of the teaching and learning interaction
in a more documented fashion. A more in-depth discussion of the importance of
using a theoretical framework to guide research is found in the Nuts and Bolts of
Chemical Education Research symposium volume (1). Results from individual
experiments that might not make sense on their own can be tied to the theoretical
framework and start to fill in the puzzle of our understanding

Purpose of This Book

The purpose of this book is to provide examples of research that address
a wide array of cultural beliefs about teaching and learning manifested as easy
answers (myths) to common problems. The myths range from how long students
pay attention in class to which chemistry topics are more difficult to learn than
others. The methods employed in these investigations include familiar tools
such as surveys and achievement measures as well as newer electronic means of
collecting data such as the use of clickers. It is not always necessary to formulate
complicated experiments to investigate myths. Sometimes it involves asking
the right question at the right time of the right person. However not all myths
are incorrect. The book highlights some of these investigative approaches, both
conventional and unconventional.

How To Use This Book

This book can be used in several ways. First, the book can be used to provide
data to challenge some commonly believed myths about teaching and learning.
Some of the research presented proves, disproves or increases our understanding of

3
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commonly held myths. Second, the chapters of this book can be seen as examples
of chemical education research collected in one place so that the breadth and depth
of such investigations can be compared. Some investigations look at myths in
detail while others focus more broadly on several interacting variables. Both types
of research add to our understanding of different kinds of myths. Third, the book
showcases a range of research questions and methodologies used to investigate
them. This range emphasizes the importance of matching the methodologies used
to the research questions asked. Lastly, the book offers examples of research
that applies the chemical education research principles presented in the previous
Nuts and Bolts of Chemical Education Research (2) symposium series volume,
including the importance of constructing a good research question, choosing an
appropriate theoretical framework and drawing conclusions based upon the data
collected.

The book is organized into three sections that include the following:

Table 1. Book Organization

Section I Chapters 2-5 Research dealing with myths or beliefs that
teachers experience in the courses they teach.

Section II Chapters 6-9 Research that investigates more global myths that
deal with types of courses, longitudinal change,
or larger institutional units.

Section III Chapters 10-12 Research addressing the use of new statistical or
research methodologies and tools to investigate
familiar questions

The end result of using this book is to see how carefully crafted research
questions and well designed studies can add to our understanding of how learning
takes place and the role of teaching in that process.

References

1. Abraham, M. R. Importance of a Theoretical Framework for Research.
In Nuts and Bolts of Chemical Education Research; Bunce, D. M., Cole,
R. S., Eds.; ACS Symposium Series 976; American Chemical Society:
Washington, DC, 2008; pp 47−66.

2. Bunce, D. M.,Cole, R. S., Eds. Nuts and Bolts of Chemical Education
Research; ACS Symposium Series 976; American Chemical Society:
Washington, DC, 2008.
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Chapter 2

How Long Do Students Retain Knowledge after
Taking a General Chemistry Test?

Diane M. Bunce*,1 and Jessica R. VandenPlas2

1Chemistry Department, The Catholic University of America,
Washington, DC 20064

2Department of Chemistry, Grand Valley State University,
Allendale, MI 49401

*E-mail: Bunce@cua.edu

Teachers often report that students forget chemistry soon after
a test is completed. Is this true? Is it equally true for different
general chemistry courses? This chapter describes how an
experiment was designed to explore this question and the
research done to address it. The methodological decisions,
results, and interpretation of the results are presented here.
The authors describe both the research done to address the
question and the decisions made that shaped the research but
did not necessarily appear in the final manuscript. The results
include the fact that not all students experience a decay in
knowledge following a test and when such a decay does occur,
it happens within the first 48 hours and remains unchanged
for up to 2 weeks. Some possible explanations of why some
students experience a decay in knowledge might be due to
the fact that they have had fewer opportunities to test their
knowledge in between tests or did not have a comprehensive
final exam scheduled for their course. In addition they may
have been taught using a spiral curriculum but as novices, they
may not have have understood the implicit spiral nature of
their curricula. Lack of student motivation is another possible
explanation.

© 2011 American Chemical Society
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Introduction

Both new and experienced teachers are often perplexed by what they see as
students instantly forgetting knowledge that they previously answered correctly
on recent tests. Experienced teachers can attribute this to students’ poor test taking
skills and use of surface knowledge learning techniques such as memorization
as opposed to deep conceptual learning. Surface knowledge can be prone to
knowledge decay within a short period of time because this knowledge is not well
integrated in long term memory. Novice teachers may be more inclined to blame
themselves for not being able to substantially affect student learning. It is quite
possible that some of each of these is true—inadequate learning strategies on the
part of the student and a mismatch between how we teach and the way students
learn. But there are other variables that can affect the decay of knowledge.
Among them are student motivation to truly learn the concepts; course structure
that supports either deep or surface learning; student aptitude and the possible
mismatch between student learning and the teaching level used in the course; or
cognitive overload due to how the material is presented. In summary, student
decay of knowledge may find its cause in either the student, the teaching or a
combination of both. Before such causes can be fully investigated, it is important
to document whether the belief that students quickly forget the knowledge they
have previously demonstrated successfully on recent tests is truth or myth.

In some of our past unpublished research into learning, we have seen
evidence of student decay of knowledge firsthand. In one study conducted in
the early 1990’s on the effect of achievement in high school chemistry, when an
explicit problem solving approach was taught to a treatment group, the control
group scored significantly lower on an unannounced quiz on the same material
they had been tested on just 5 school days earlier. Students taught the explicit
problem solving method did not demonstrate a significant drop in achievement on
the unannounced quiz. In a current research project testing the effect of Process
Orientated Guided Inquiry (POGIL), we interviewed students of experienced
POGIL teachers at three schools around the country. During these one-on-one
interviews, we showed students a question that had appeared on a chemistry test
they had completed within one week prior to the interview. It was discouraging to
see how many students were not able to answer the question during the interview
when they had successfully answered the same question within the past week.
Some students even admitted that they had understood the answer to the question
at one point but couldn’t recall during the interview either the answer or the logic
they used to solve the question one week earlier. Even in our own teaching, it
sometimes surprises us how often students don’t seem to remember what they had
just been tested on. Although this is unverified anecdotal information from small
uncontrolled samples, the feeling persists that students “forget” the chemistry
they once were successful in answering. It was this anecdotal information along
with reports from the literature that led us to investigate whether students truly
did “forget” or experience a decay in their chemistry knowledge within a short
period of time following a test. We wanted to know if this is a misperception on
the part of teachers (a myth in the teaching experience) or a real phenomenon
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that has its roots in either the cognition or sociology of student learning or the
decisions that teachers make that shape their teaching.

What Does the Literature Say?

Decay of Knowledge

Wheeler et al. (1) studied the differential rates of forgetting for multiple study
sessions versusmultiple testing occasions. The results of this experiment show that
although additional studying increases the amount of recall initially, after 48 hours,
the amount of retention is equivalent whether a subject uses additional studying
or testing situations to help retention. After one week, the amount of forgotten
material was substantially less for those who experienced repeated tests. It is the
time intervals used in Wheeler et al‘s study that are important for our study. Based
upon the results of Wheeler et al’s study, we chose a 48 hour window and the
delayed window of 7 days to investigate both short and long term forgetting rates.
Our goal was different from that of Wheeler et al. We were interested in knowing
two things, namely, 1) Is there a decay in student knowledge? and 2) If so, at
what time interval after a test does it appear? We were also interested in whether
a documented decay of knowledge was stable over time. In other words, if it did
exist, did the decay of knowledge remain the same over an extended period or did
it change (worsen or improve) over a period of up to two weeks following a test?

Hockley (2) makes a distinction between the decay of knowledge that occurs
with item information vs. associative information. Item information is defined
as individual items and associate information is the connection between events.
According to the psychologists these two types of information are encoded and
stored differently and thus recalled differently as well. The results of Hockley’s
research show that the knowledge decay of associative information is much less
than that of item information recognition. Karpicke and Roediger (3) further
investigated the variables affecting forgetting by comparing the effects of multiple
testing to multiple studying opportunities. The results show that of the two,
multiple testing is the critical factor for promoting long-term recall and thus a
smaller decay of knowledge. This result is explained in terms of the fact that
the repeated retrieval from long term memory that is necessary during testing
promotes retention more effectively than additional studying occasions that do
not require retrieval from long term memory.

Many of the studies dealing with forgetting or decay of knowledge including
Hockley’s are conducted within a psychological laboratory situation and deal
with students being taught and then being asked to recall a series of nonsense
syllables, words, letters or numbers. Such psychological experimentation on the
parameters of learning is necessary to learn what the brain is capable of. But
laboratory testing of how learning (and forgetting) takes place is not enough.
Classroom research in authentic learning environments is needed to apply these
psychological findings within the multivariable reality of a classroom with real
students and real teachers. This means that other variables that could affect the
outcome might be unknown and/or uncontrolled. The challenge of authentic
learning environment research is large but the potential benefits could offer some

7
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practical guidance for how teaching and learning can optimally be combined.
Arzi et al. (4) attempted to address this problem in their long term retention
study of science learning in a school setting. Their study looked at the amount of
forgetting (decay of knowledge) that students experienced over a two year period.
The researchers document a significant loss of knowledge over this period but
show a difference in the forgetting patterns of average/good students vs. poor
students. Average or good students demonstrated an irreversible loss of a smaller
part of their knowledge than did the poorer students. This seems reasonable. If
students understand what they are learning, then they are more likely to be able
to build connections to that knowledge in memory and thus more easily access
it when needed. This is probably one of the differences between average/good
students who have a deeper understanding of the new knowledge that they are
exposed to than poorer students. Thus average/good students are better able to
retain the new knowledge that is integrated with that already in their long term
memory.

Much of the research we have about the decay of knowledge in the learning
process comes from the psychology literature. But many teachers have anecdotal
evidence to support the idea that students don’t seem to remember information,
specifically chemical information that they previously demonstrated competence
in just days prior. Little experimental research has been done in authentic
learning environments to document how long after a testing occasion this decay
of knowledge occurs. Many authors who write books on good teaching practice
attempt to bridge the gap between the psychological literature and authentic
classroom environments about the decay of knowledge. They offer advice to
teachers on possible causes for the decay and ways to decrease it through good
teaching practices. Sousa (5) suggests that teachers take advantage of what we
already know about the decay of knowledge, i.e., knowledge that is not rehearsed
or retrieved will be forgotten and he suggests to teachers that they purposely
revisit important concepts throughout a student’s school experience to provide
this rehearsal/retrieval. Bligh (6) suggests that people forget things that are
not important to them and offers teachers ways to help make information more
meaningful to students. Bligh also suggests that motivation is important because
highly motivated people work carefully and recognize the importance of new
material. Alternatively, he suggests that students who are motivated spend more
time on task. This leads us to a discussion of what variables might affect the
decay of knowledge in authentic learning environments.

There are several reasons why people experience a decay of knowledge after
they have initially learned something. Decay of knowledge does not deal with
the variables involved in the initial learning but rather the reasons why students
experience a decay of that knowledge after they have demonstrated achievement
of it on tests. These decay of knowledge variables include student aptitude, course
structure, curricula approach, teaching style, and student motivation among others.
The purpose of the research reported here was not to investigate why knowledge
decay occurred but rather if it occurred. An investigation of the reasons for any
observed decay should be the focus of future studies. However, a discussion of
the scope of the variables that might affect the decay of knowledge is within the
scope of this chapter and will be included.
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Variables That Might Affect the Decay of Knowledge
Student Aptitude

Arzi et al. (4) report that average/good students retain more of their initially
learned knowledge than their less able counterparts. The categorization of student
s as good, average, or poor was based upon student chemistry achievement on a
test on the Periodic Table used in the study. In planning a more general study of
students’ decay of knowledge as was done in our study, a measure of aptitude,
rather than previous achievement was sought. Although SAT scores are used
in many studies as a measure of aptitude, it is sometimes difficult to obtain
permission to access such scores. In addition, many schools now accept either
ACT or SAT scores and a reliable conversion formula between the two must be
applied to interconvert the scores on these two tests. Since our study included
both university and high school students, there was the added problem that not
all the high school students in the study had yet taken the SAT or ACT. So an
alternative measure of aptitude was needed. The Group Assessment of Logical
Thinking (GALT) (7) has been used in other studies when a quick measurement
of aptitude is needed. This test administered both electronically or as a paper and
pencil test, usually takes 12-20 minutes to administer and consists of 12 questions,
ten of which require both a correct answer and a correct reason for that answer.
The test has been modified (Bunce and VandenPlas) to replace one question that
might be considered offensive by people of different sexual orientations. The
GALT test is a paper and pencil Piagetian test that measures students’ ability to
think logically. The questions in GALT are independent of any specific content
area such as chemistry. Research that we have done (8) shows that the GALT test
measures the same variable of student learning but just not as thoroughly as the
Math SAT. Thus, this relatively easy to administer pretest can be used to measure
student aptitude within a research study without putting undue strain on either the
students or the research timeline. Once measured, the GALT score can be used
as a way of categorizing students according to the variable of logical thinking.
Logical thinking is a variable that is relevant to the successful study of chemistry.

We chose to include the GALT score in our analysis so that we could
investigate whether the decay of knowledge was dependent on student aptitude as
measured by this test of logical thinking. We were interested in knowing whether
any observed decay of learning was more evident for low, medium, or high GALT
students. The categorization of low, medium, and high GALT students was based
upon the distribution of GALT scores for students in this study.

Course Structure

Course structure can either positively or negatively impact a student’s
engagement in a course. The structure is usually presented in the course syllabus
and includes features of the course such as tests, quizzes, homework, class
participation and other course aspects that will affect a student’s grade. Course
structure also includes a description of the type of feedback a student can expect
in the course. It includes both features of the course and the schedule with
which they will be implemented. For instance, how many full period tests will
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a course have? Is there is only a midterm and a final? In the case of infrequent
testing, students may not fully engage with the course content until just before
the scheduled tests. With 4 tests and a final exam in a 15-week semester, students
must engage at least 5 times during the semester (about once every 3-4 weeks) to
prepare for the more frequent tests as opposed to twice a semester in the case of
a midterm and final only course structure. Course structure can also include the
presence and number of intervening quizzes between tests. This feature can also
affect how often students engage with the course material. Graded homework
is another opportunity to engage students and provide feedback. If homework,
quizzes, and tests are graded and returned in a timely fashion, students can use this
feedback to refine or expand their understanding of chemistry concepts. McDaniel
et al. (9) have shown the effectiveness of quizzing in promoting learning and
subsequent retention of material on tests. Short answer quizzing which requires
recall was more robust in their study than the use of multiple choice questions on
tests which require only recognition. Timely feedback on the correctness of quiz
answers was considered to be key in the positive effect of testing on retention in
the McDaniel et al. study. The McDaniel study is an example of how quizzing
interspersed with testing occasions helps promote the retention of knowledge.

The use of personal response devices (clickers) in class is also part of a
course structure that can be used to engage students on a much shorter interval
with the material being taught. Clicker questions are essentially ConcepTest
questions: short, multiple-choice questions focusing on a single topic which are
conceptual, rather than algorithmic, in nature (10). Clicker questions are inserted
into a lecture or class period and their answers are recorded electronically on
the teacher’s computer. Graphs can be displayed immediately following student
responses to the question. These graphs illustrate the range of understanding on
a question dealing with a specific topic by showing the percentage of students
who selected each answer to the question. Feedback in the form of a correct
answer indicator provides students with immediate, anonymous feedback on their
understanding of a particular question. Clicker questions are often embedded
within PowerPoint presentations and can then be uploaded to course websites
along with the correct answers so that students can review both question and
answer at a later date. This course structure feature provides another means by
which students can be engaged with the material to be learned. It is expected
that such engagement facilitated through the structure of the course could have a
positive influence on the retention of knowledge.

Curricula Approach

Hockley’s (2) work on the differential decay of item information and
associative information might be seen as the underlying principle behind the
move in education from traditional or linear to spiral curricula. Traditional or
linear curricula present each chemistry concept in its entirety and then move to the
next concept. Spiral curricula, on the other hand, present a concept with as much
detail as is needed to understand the question at hand. The curricula then return
to the concept again and again adding more detail each time in association with
other related concepts. The spiral curricula is sometimes explained as presenting
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knowledge on a need-to-know basis so that the learner has the knowledge
that seems the most relevant at the moment. Such an approach can foster the
connections between concepts, a hallmark of associative information, and thus
has the potential to diminish knowledge decay. Spiral curricula although truly
integrated in the minds of the curricula authors and teachers, may not seem
obvious to the students. For instance in a highly regarded curricula Chemistry
in Context (11) that presents information on a need-to-know basis, chemistry
concepts are taught within the global issues of clean air, water and energy.
Students who experience a complete story of global warming may not realize
that the chemical concepts presented in this section are the same chemistry
topics revisited in the discussion of the ozone layer or clean water. In order to
be effective, the revisiting of concepts within spiral curricula must be obvious
to students either through the materials themselves or how they are used in the
classroom.

Teaching Style

A teacher’s teaching approach, whether it is student-centered or
content-centered, can have an effect on how engaged a student is in the process
of learning. A teaching style that is student-centered will emphasize student
engagement in learning including such techniques as cooperative groups, clicker
questions and resources that provide immediate feedback for students. The course
structure in such situations would make it possible for the student to demonstrate
mastery in several different formats. Testing would be both formative and
summative with demonstration of the student’s mastery of the concepts as the
ultimate goal. By contrast, a content-centered approach to teaching would
emphasis “coverage” of chemical concepts by the teacher through lecture or other
student-passive means. Student mastery would be tested primarily in a summative
method meaning that you either know it or you don’t. Decay of knowledge in
courses where content coverage vs. student mastery of concepts is the goal, is
expected to be larger.

Student Motivation

Motivation is defined as the internal state that captures, directs and sustains
student behavior in achieving goals (12). In the academic process, motivation
to learn is more specifically defined as a student’s tendency to find academic
activities worthwhile. It is hypothesized that the more motivated a student is,
the more engaged he/she will be in the activities that encourage learning. The
deeper that learning, the less likely or slower student decay of knowledge will
be. Motivation is a multi-variable construct that many have tried to deconstruct
so that measurements of some of the components of motivation can be made.
In the literature (13, 14) five key variables of motivation have been identified
including self efficacy (15). Self efficacy is defined as belief in one’s capabilities
to organize and execute procedures that will produce the desired results. Self
efficacy is often measured through questionnaires that ask people what they
believe about their chance to succeed in a specific goal attainment. Science self
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efficacy instruments typically ask students to rate their confidence in their ability
to succeed in science courses. Zuscho et al. (16) have shown that student scores
on self efficacy instruments can predict grades in college chemistry courses.
By definition we would expect students who freely chose to study chemistry to
be more motivated, more willing to persevere when they encounter a difficult
chemistry concept and more self satisfied with their level of understanding of
chemical concepts. Students who are required to take chemistry as a pre-requisite
for their major or for their general distribution requirement would be expected
not to be as self-motivated. It is believed that the degree of self-motivation would
be a factor in the decay of knowledge experienced by students in chemistry.

Purpose of This Research Study

The purpose of this research study was to investigate whether students
experienced a decay of knowledge following a test in chemistry. Rather than
choose one general chemistry course, we looked at the decay of knowledge in three
separate courses with three different student populations namely undergraduate
nursing students, undergraduate nonscience majors and high school honors
students.

In addition to investigating if a decay of knowledge occurred, we were also
interested in knowingwhen it occurred and if it did occur, how long it lasted within
a two week period following a test. To further investigate this issue, we examined
whether the decay was the same for students of differing logical reasoning ability.

Our research questions for this study were as follows:

1. Do chemistry students in a variety of general chemistry courses
experience a decay in their knowledge following a regularly scheduled
test?

2. How is this decay affected by the variables of type of course, length of
time following the test, and student logical reasoning level (GALT)?

Sample

The sample chosen for this research included students in three separate
general chemistry courses. This decision was made so that a range of students with
different motivations to study chemistry could be examined. Both undergraduate
general chemistry courses were taught by the same instructor and experienced
similar teaching styles. The textbooks, curricular approach and course structure
for these two courses differed and were geared to the goals of the course. The
high school general chemistry course was taught by a different teacher and used
a different textbook, curricular approach and course structure that was geared to
the goals of the high school course.

The undergraduate courses included two semesters of a General, Organic
and Biochemistry course for nursing students that were taught simultaneously
in the Fall 2007 semester. Both courses ( I and II) of the General, Organic, and
Biochemistry course for nursing students used the same textbook, curricular
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approach, course structure, and teacher. Both courses also included students who
were classified as first semester freshman. Students were assigned to one of these
courses based upon their scores on a chemistry placement examination given the
week before classes began. When tested for logical reasoning ability (GALT),
there was no significant difference in the logical reasoning ability of these two
courses (nursing I and II). Based upon all this information, it was decided to
combine the students in undergraduate nursing I and II into a single nursing
course variable. The one semester course for nonscience majors which used the
Chemistry in Context (ACS) curriculum was also taught during the Fall 2007
semester.

The high school honors course included in this study was the second semester
of a two semester course taught in Spring 08.

Methodology

Overview

The methodology used in this experiment was to repeat two free response
chemistry questions that appeared on regularly scheduled tests at three given time
intervals following the test and compare student achievement on these questions
across these multiple testing occasions. In order to implement this methodology,
some research decisions had to be made. Some of these decisions are described
here.

Selection of Questions from Test

The decision was made to select open-ended questions rather than short
answer or multiple choice questions because open-ended questions have the
potential to offer richer insights into students’ logic used to answer questions.
Small changes in that logic could more easily be examined and reflected in the
achievement grade with open-ended questions. The questions selected by the
researchers were questions written by the individual course instructors which had
been used previously on their exams. The researchers did not impose the use of
specific questions on the classroom teachers but instead used questions from the
teachers’ tests that matched the research criteria. These criteria included the use
of open-ended chemistry questions which the teachers believed their students
should be able to answer correctly if they truly understood the chemistry. Within
each course, the same grader who graded the tests was used to grade the quizzes
using a rubric that had been developed by the researchers. Sample questions from
each course are given in Table I.

13

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
00

2

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Table I. Course and corresponding conceptual sample questions (17)

Course Question

Undergraduate nursing I

The density of water at 37°C is 0.993 g/mL (the density
changes as temperature increases). The density of normal
urine ranges from 1.003 to 1.030 g/mL at the same
temperature. Explain why the density of urine is greater
than the density of water and how this can be used to
diagnose some illnesses.

Undergraduate nonscience
majors

Blue colored solutions transmit blue light and absorb red
light. Are blue solutions absorbing light at a higher or
lower energy than they are transmitting? Explain your
answer.

High School honors
chemistry

Even though the oxygen demands of trout and bass
are different, they can exist in the same body of water.
However, if the temperature of the water in the summer
gets above 23°C, the trout begin to die, but not the bass.
Why is this the case?

Time Intervals for Quizzes

Ideal times for the scheduling of quizzes were suggested by the researchers
for 2-3, 5-7, and 13-14 days. The intervals had to be expanded to accommodate
intervening weekends, scheduling of classes and other interruptions in the schools’
schedules. In addition, the decision was made not to have the same students take
the quiz at each of the three time intervals following a given test. This was done to
avoid both undue familiarity with the questions andmental fatigue in answering the
same questions several times within a short time frame. In order to accommodate
the time necessary to remind students to take the quiz and the time necessary for
the quiz to be taken, the time intervals had to be extended beyond those originally
suggested. The final combination of time intervals used by all students across the
courses was 2-5, 6-9, and 10-17 days.

Students Assigned To Take the Quizzes at Specific Time Intervals

If all students answered the same two questions both on the tests and at all
three of the delayed time intervals, both question familiarity and mental fatigue
might become intervening variables. To avoid this complication, students were
assigned to one of three stratified random cohorts. Each cohort took only one
delayed quiz following each test. Since each undergraduate course used three tests
in this study, each cohort cycled through the three possible time intervals over the
course of the experiment. For example, cohort 1 took a quiz in the 2-5 day interval
for test #1, the 6-9 day interval for test #2 and the 10-17 day interval for test #3.
The high school honors students cycled similarly but their course offered only two
tests during the experiment.
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Student Cohorts

Each cohort was determined through a stratified random sampling technique.
The stratification was based upon GALT scores. Each cohort contained a random
sample of low, medium, and high GALT students.

Students were not aware that they had been assigned to a specific cohort to
complete a quiz. In the undergraduate courses (nursing and nonscience majors)
email was used to notify individual students within a given cohort that it was
time to take the quiz online. Quizzes were available online for the designated
cohort during the specified time frame. Students were directed to complete the
quizzes without the use of textbook, notes or other people. The time spent online
to complete a quiz was noted by the researchers to detect any obvious violation of
the directions to take the test on one’s own. Students received credit for completing
the quiz regardless of the score on the quiz. No test questions were discussed in
class or with individual students nor were any test answer keys made available to
students until all quizzes were completed.

In the high school honors course, a paper copy of the quiz was completed in
class or lab by each cohort at the appropriate time.

Pretests

All students were required to complete the Group Assessment of Logical
Thinking (GALT) test before the study began. GALT scores of the students within
each course were then tabulated as seen in Table II.

Table II. Mean GALT Scores by Course

Course N Mean Standard Deviation

Undergraduate Nursing, Part I 44 6.89 1.99

Undergraduate Nursing, Part II 29 6.66 2.54

Undergraduate Nonscience Majors 44 7.45 2.52

High School Honors 38 10.18 1.41
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Results

In order to address the research questions, a statistical test was required to
investigate student achievement on questions from test to quiz, but also how that
change was affected by variables such as length of quiz delay, student logical
reasoning level, and course type. Analyzing one student’s test question score
against his/her own subsequent quiz score is considered a within-subjects repeated
measures comparison—comparing one individual to him/herself. For this study,
then, achievement score on test and quiz questions are dependent variables and the
comparison of test vs. quiz achievement is a within-subjects independent variable.
In addition to this comparison, we also wanted to compare achievement scores
among students of differing logical reasoning ability and with different lengths of
quiz delay. Comparisons among students are considered to be between-subjects
independent variables. In this case logical reasoning level and length of quiz
delay are between-subjects variables (see below). Because two different kinds
of independent variables were used, the statistical test selected for this study was
a mixed between-within subjects analysis of variance (ANOVA).

A separate mixed between-within ANOVA was used for each of the three
courses (undergraduate nursing, undergraduate nonscience major, and high
school honors chemistry) because the textbook, curricula, curriculum framework,
teaching practices and questions on tests and quizzes used in each course differed
substantially, especially between the undergraduate and high school honors
courses. Each ANOVA was first able to test for a significant overall decay of
student knowledge across all tests and time delayed quizzes, regardless of length
of decay or student GALT score within a specific course. In this analysis we did
not investigate the effect that specific content had on the decay of knowledge.
Following the test for global significance, we tested for more specific results by
course, length of quiz delay, and logical reasoning ability (GALT score). To do
this analysis for each course, we combined the data from all test questions into
a single variable called “test question”. The questions used on the time-delayed
quizzes were also combined for each course into a single variable called “quiz
question”. Since students took each quiz at one assigned time interval, the effect
of quiz delay intervals was measured by comparing the students in a course at
time interval 1 with those in the course at time intervals 2 and 3. Assigning
students to only one delayed quiz per test was done to control for the confounding
effect of test familiarization and mental fatigue that might have resulted if each
student took the quiz three times (once at each time interval) following a test.
This methodological decision meant that the variable of time (for the time delayed
quizzes) was a between subjects variable, rather than a within subjects variable.
Students were also rotated through the different time intervals for the quizzes so
that a given cohort of students did not experience the same time interval for more
than one test.

Before an ANOVA can be used in an analysis, several assumptions regarding
the data must be tested. First, the ANOVA requires that the dependent variable(s)
be measured using a continuous scale, as opposed to using categorical data (18).
In this study, questions were graded by a rubric as discussed above, and converted
to a percentage (continuous) score.
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ANOVA also requires independence of scores both within treatment groups
and between groups (19). In this study we examine independce of scores by asking
questions such as: does one student’s achievement score affect the score of another
student or would we expect scores between two students to be correlated in some
way. If a researcher suspects a violation of this assumption of independence of
scores then a more stringent alpha value can be used for the significance tests
(18) to compensate for the dependence of scores. In this study based upon the
experiment itself, student scores were assumed to be independent and a standard
significance level of p<0.05 was used.

Homogeneity of variance is another assumption that must be met in order to
use an ANOVA. We assume we are taking samples from populations that have
equal variances (18). The most common test for this assumption is the Levene
test for equality of variance. A nonsignificant result for the Levene test (p>0.05)
tells you that this assumption was not violated. In this study, we must check this
assumption for each of the three ANOVAs used for the three courses. The Levene
test results are nonsignificant (p>0.05), as required for the ANOVA, for both the
nursing and high school courses. In the nonscience majors’ course, however,
the Levene test shows that the data violate the assumption of homogeneity of
variance (p=0.000 for both test and quiz question scores). The literature suggests
that the ANOVA statistic is relatively robust in relation to violations of this
assumption and that we can address such violations by setting a more stringent
level of significance (18). Setting a more stringent level of significance serves as
an added precaution against making a Type 2 error (18). For the results of the
ANOVAwith the nonscience majors’course, a more stringent level of significance
(p<0.01) was adopted as suggested by the literature (18) as opposed to the more
common significance level of p<0.05.

Because we are using a mixed between within ANOVA to analyze data,
there is one additional assumption that must be met, i.e., the assumption of
homogeneity of intercorrelations. To test this assumption, we must show that the
intercorrelations among the levels of the within subjects’ variable (in this case ,
test vs. quiz achievement scores), are equal (18). This assumption is tested with
the Box’s M statistic. The Box M statistic is sensitive, so it is generally adequate
to accept a probability level greater than 0.001. In this case, all courses show a
Box’s M probability greater than 0.001 which means that the data has not violated
this assumption.

To summarize, as a result of the experimental design used in this experiment,
the three mixed between-within subjects ANOVAs (one for each course) had
two between-subject factors (quiz time interval and GALT group) and one
within-subject factor (the repeated measures of test vs. quiz achievement).
This analysis enabled an overall within-subjects comparison of test question
achievement vs. quiz question achievement, as well as between-subjects
comparisons of the remaining variables and interaction effects among all variables
for each individual course.
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Main Effect for Test vs. Quiz Question Achievement

The results of the three mixed ANOVAs provide information about the main
effects of each independent variable, as well as the interaction effects among
variables. A main effect shows how one single independent variable affects the
dependent variable(s). As previously discussed for this study, the dependent
variables were student scores on both quiz and test questions. The independent
variable we were most interested in was the within-subjects repeated measures
comparison of test vs. quiz achievement for each course. The overall main effect
for test vs. quiz achievement tests whether student scores changed from the test
to the quiz question, regardless of logical reasoning ability or quiz time interval.

The overall main effect for test vs. quiz achievement was not significant
for either the nursing general chemistry course (F1,407= 2.01, p= 0.16) or the
high school honors course (F 1,113 = 0.01, p=0.92). This means that students in
these courses showed no significant difference between their test and delayed quiz
achievement. For the nonscience majors, on the other hand, the main effect for
test vs. quiz achievement was significant. The significance level of this difference
(F1,221= 26.77, p=0.000) is below the conservative level of 0.01 which was chosen
for this study. This significant difference exhibits a medium level of statistical
power (partial eta squared = 0.108) (18), and shows that students experience a
decrease in achievement from test (M=78.2, SD=31.4) to quiz (M=65.0, SD=31.0).
Achievement means for test and quiz questions for each course are given in Table
III.

Table III. Test and Quiz Question Means by Course (17)

Course Test Mean (Std. Dev.) Quiz Mean (Std. Dev.)

Undergraduate nursing 66.73 (32.78) 68.80 (31.22)

Undergraduate nonscience 78.15 (31.42) 64.99 (30.96)

High School honors 80.42 (27.43) 78.10 (32.16)

The data in Table II show that the undergraduate nonscience majors’ course
is the only course to show a decrease in achievement scores between test and
subsequent quiz questions.

Quiz Time Interval and Achievement Interaction Effect

Interaction effects, as opposed to main effects, show us the relationship
between multiple independent variables, and how they can act together to
influence the dependent variable. In this study, we can examine the interaction
between any combination of our independent variables. One such interaction
effect between quiz time interval and test vs. quiz achievement, for example, will
show us if the comparison of student test question and quiz question scores is
affected by the length of time between the test and quiz.
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Since the nonscience majors’ course was the only course that showed a
significant difference between test and quiz achievement, this was the only course
where the interaction effect for quiz time interval and achievement could be
investigated. This interaction effect was not significant (F2, 221 =1.92, p=0.15)
for this course. This means that nonscience majors performed similarly on test
and quiz questions, regardless of when the quiz was taken (2-5 days, 6-9 days,
or 10-17 days after the test). Since the ANOVA did show an overall significant
difference between the test and delayed quiz achievement for this course, the drop
in achievement must have taken place after the test but prior to the first measured
time delayed quiz (2-5 days). This is interpreted as the decay of knowledge
occurring within the first 2 days (48 hours) following the test.

Main and Interaction Effects with GALT Score

The last interaction effect is that of logical reasoning ability (as measured
by the GALT test) on student achievement. The mixed ANOVA provided not
only an analysis of the main effect of GALT score for each course, but also
how the GALT score interacted with the independent variables of test vs. quiz
achievement and quiz time interval. The main effect for GALT was shown to be
significant in two of the three course ANOVAs. Both the nonscience students (F2,
221=5.76, p=0.004) and nursing students (F2,407=4.89, p=0.008) showed significant
differences in test and quiz question achievement when analyzed by GALT level.
This is not surprising, as GALT score has been shown to correlate with success in
chemistry (8). The high school honors students, however, showed no significant
main effect for GALT score (F2,113=0.102, p=0.750) on the dependent variables
of test and quiz question achievement. This was probably due to the homogeneity
of the academic ability of the high school students who were selected for the
competitive honors course. The high school honors students had the highest
average GALT score and lowest standard deviation of the three courses used in
this study (Table I).

The interaction effects between GALT score and the other independent
variables of test vs. quiz achievement and quiz time interval in all combinations
were shown to be nonsignificant. This is interpreted as student logical reasoning
ability having no effect on any of the previously discussed main or interaction
effects. For example, the nonscience majors’ significant difference in test and
quiz achievement was true for all students, regardless of logical reasoning ability.
Low, medium, and high GALT students showed the same drop in quiz scores as
compared to test scores, and the same nonsignificant interaction effect with quiz
time delay in this course. While we may have originally predicted no decay for
high GALT students over time, or a smaller decay over time when compared
to low GALT students, we instead see that the GALT score does affect the
achievement score, but does not affect the amount or time of decay. For courses
where no decay was seen (nursing and high school), there is an absence of decay
in all students regardless of logical reasoning ability. High GALT students had
high achievement scores on the test and kept these high scores on the quiz. Low
GALT students had low achievement scores on the test, and kept these low scores
on the quiz.
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Discussion

According to the data presented, only one of the three groups (nonscience
majors) experienced a significant decay of knowledge following a test. This decay
occurred before the first time interval of 2-5 days and did not significantly change
during approximately two weeks following the test. The decay of knowledge
within 48 hours is consistent with the time interval for knowledge decay reported
by Wheeler et al. (1). Since the purpose of this experiment was to investigate
if a decay of knowledge occurred, the answer is yes in some general chemistry
courses a decay of knowledge is detectable within 48 hours after a test. This decay
is stable over the course of this experiment (up to 17 days after a test). There is no
significant effect of students’ logical reasoning level on this decay. High logical
reasoning students did not have a different decay of knowledge that low logical
reasoning students. The only significant interaction with the decay of knowledge
is due to the specific course in which it is documented.

So the natural question to ask is why do the nonscience majors experience
decay in knowledge when the nursing students and high school honors students
do not? Although the reasons for the decay were not specifically studied in this
investigation, there is some information that was collected during the study that
may partially inform the discussion.

According to the literature, additional testing or quizzing opportunities
have a more significant effect on student achievement than additional studying
opportunities. In this study, the course structure of both the nursing chemistry and
high school honors courses included intervening quizzes between tests as part of
their course structure. The nonscience majors’ course did not. Two of the three
courses (high school honors and nonscience majors) required the submission
of homework on a regular basis. The homework was graded and returned.
However, the presence of graded homework assignments does not appear to have
a significant effect on the decay of knowledge. In this experiment, one course that
required graded homework did not experience a decay of knowledge (high school
honors) and one did (nonscience majors).

Another aspect of course structure that differed among the three courses is
the presence of a cumulative final exam. The two courses (nursing and high
school honors) that did have a cumulative final exam did not experience decay
in knowledge. The one course that did not have a final exam (nonscience majors)
did have a decay in knowledge. It is possible that students knowing that they
will eventually be tested on all the material covered in the course might be at
least partially responsible for the absence of a decay of knowledge immediately
following the test in some (nursing and high school honors) chemistry courses.

The course curricula in all three courses claimed to be spiral curricula where
concepts are revisited in ever increasing detail as the course proceeds. In two
of these courses (nursing and high school honors), the topics in each chapter
were listed in the textbook and students could easily identify which topics they
had already seen prior to studying the new material. In the nonscience majors’
curriculum, the spiral curriculum may not have been as obvious to students. The
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model for the Chemistry in Context (11) curriculum is to present chemistry
concepts within real world problems such as global warming, ozone hole, clean
water, plastics or food. It is possible that students do not separate the chemistry
from the issue and therefore may not realize that polymerization is important
to both plastics and proteins or that different energetic forms of radiation have
different effects on bonds in both global warming and the destruction of ozone.

Although we did not purposely document the teaching style of the two
instructors involved in this study, the one teacher who taught both undergraduate
courses had one course (nursing) that did not experience a decay of knowledge
and one that did (nonscience majors).

Student motivation is another possible reason for the difference in the decay
of learning among the three courses. Nursing students may be motivated to
succeed in chemistry because they regard it as a gateway course to being accepted
into the clinical nursing program at the end of their freshman year. High school
honors students may be concerned about their grade in all courses and the effect
it will have on their overall GPA for college admission. It might be logical to
think that nonscience majors, who do experience a decay in knowledge, are
the least motivated to learn chemistry. Many of them are taking the course to
fulfill a distribution requirement for graduation. To explore this last point that
the nonscience majors in this study were not highly motivated to succeed in
chemistry, we analyzed their anonymous in-house evaluations given on the last
day of class.

The evaluation for nonscience majors was designed by their teacher and had
been used in this course for the past ten years. Many of the questions asked for the
students’ rating of the effectiveness of different aspects of the course such as the
use of clickers in class, TA office hours, group worksheets, labs, and the posting
of annotated notes on BlackBoard following each lecture. In addition to these
questions were a series of Likert scale questions that asked about the students’
confidence in their ability to learn and understand chemistry both before the course
started and again at the completion of the course. There were also questions asking
students to evaluate their enjoyment of the course and if theywould consider taking
a second chemistry course if they had room in their schedules. A summary of the
questions selected from the course evaluation that measure such motivation sub
factors as self efficacy are included in Table IV.

Based upon this post hoc analysis, it seems unfounded to assume that the
decay of knowledge in the nonscience majors’ course is due solely to a decreased
motivation to learn chemistry.
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Table IV. Student Responses to Course Evaluation (17)

Question on Evaluation Ave. Score on Likert
Scale of 1→ 5
1=Agree Strongly

5= Disagree Strongly

1. Before this course started, I was confident that I could
learn and understand chemistry 2.7

2.Now that the course is over, I feel confident that I can learn
chemistry 1.8

(Average change in confidence to learn chemistry from pre to
post course)

-0.9 (towards agree
strongly)

6. I enjoyed this class 1.6

13. I would consider taking a second chemistry course if I
had room for another science/math elective 2.4

14. This course was better than I expected it would be 1.2

15. This course was worse than I expected 4.2

Free response
On a scale of 1 to 5 (1= one of the three best courses you
have taken and 5= one of the worst courses), how would you
rate this course?

2.0

Conclusions

There are two levels of conclusions to be made in this chapter. The first
deals with the results of the investigation and the second with the decisions made
during research that are often not obvious to the reader of the published research
manuscript.

The results of this study indicate that there is a decay of knowledge in some
general chemistry courses but not all. When this decay occurs, it takes place
within the first 48 hours following a test and remains stable over a time period
of at least 2 weeks. There is no differential decay of knowledge detected in
any of the three general chemistry courses used in this study (undergraduate
nursing, undergraduate nonscience major, and high school honors) for students of
different levels of logical thinking. The reasons for why this decay of knowledge
occurs in one general chemistry course and not others was not the focus of
this investigation, however variables such as student aptitude, course structure,
curricula approach, teaching style, and student motivation may play a role.
Although not studied directly, there is some evidence that course structure such
as the use of intervening quizzing between tests and the presence of a cumulative
exam plus a spiral curricula approach that is obvious to students may play a role
in preventing a significant decay of knowledge in some courses. The influence of
these variables should be considered tenuous at this point and deserving of future,
controlled experimental study.
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The conclusions of this research in terms of the decisions that are made in
planning and executing a chemical education research project include how to
design an experiment that does not allow for competing hypotheses. One of the
biggest decisions we made in planning this research was to limit the scope of
the experiment to whether or not a decay of knowledge occurs following tests in
general chemistry courses. We believed that this question was large enough for
a single research project and that subsequent investigations could look into why
such a decay occurs.

In this experiment we also chose to investigate more than one general
chemistry course for the presence of the decay of knowledge. By making this
choice, we have a richer data set on which to base conclusions. We chose to
directly measure student aptitude using the same pretest (GALT) as opposed to
using SAT scores from different administrations of the SAT exam and possible
conversions between ACT and SAT scores for some students. We controlled
for student fatigue in answering the same test and quiz questions multiple times
within a relatively short period of time by creating stratified random cohorts
of students who cycled through the quiz time intervals following tests. This
cycling of student cohorts during different quiz time intervals was only possible
because we collected data over an extended period of time (3 of 4 tests for the
undergraduate students and 2 of 3 tests for the high school honors students).We
did attempt to address intervening variables that might unduly diminish our
findings by analyzing additional data that at least partially addressed the question
of whether the nonscience majors were not motivated to learn chemistry and
therefore a decay of knowledge for this group and not the others would be
predictable. Some of the research decisions were obvious to us at the start of
the study while others were made during the data collection or analysis phases.
Still other decisions were a result of questions raised by the reviewers when
we first submitted this manuscript for publication. The conclusions regarding
chemical education research that are illustrated in this chapter are that a single
investigation cannot be expected to definitely answer all aspects of the research
question(s) asked. Most research studies lead to more studies to investigate
additional questions raised in the course of the research. The second conclusion is
that research is an iterative process that builds on what comes before it and leads
to new investigations that together will provide answers to the questions we ask.
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Chapter 3

Student-Prepared Formula Sheets in General
Chemistry: Do They Help or Hinder Learning?

Jessica R. VandenPlas,*,1 Jack Barbera,2 Ky Mickelsen,3
and Ashton Hjerstedt3

1Chemistry Department, Grand Valley State University,
Allendale, Michigan 49401

2Department of Chemistry and Biochemistry,
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*E-mail: Jessica.Vandenplas@gmail.com.

The amount of material to be utilized by students learning
chemistry is great. To this end, many instructors allow
students to use “formula sheets” on quizzes and exams. Do
student-prepared sheets increase knowledge retention by
forcing students to evaluate the vast body of information they
have studied and select only the most important pieces, aiding
in information encoding? Or do students, knowing they can
utilize a formula sheet of their own devising on exams, rely on
these sheets as an external storage method rather than studying
and learning the material? In this study the benefit of allowing
students to prepare their own formula sheets was investigated.
Performance on exams using student or instructor prepared
sheets was compared. In addition, performance on a course
final, using only instructor-prepared sheets, was analyzed to
determine the effect of formula sheet design on long-term
retention.

© 2011 American Chemical Society
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Introduction

In order to be successful in general chemistry, one needs to integrate a large
amount of information. While instructors may stress conceptual understanding
of chemistry topics (the why of the content), students must also use definitions,
conversion factors, equations, physical constants, and problem-solving strategies.
And even if all of this information is committed to long-term memory, a student
must still be able to recall the information into working memory in order to solve a
particular problem in chemistry. In order to ease the burden on working memory,
many instructors provide students with a “formula sheet” to be used during quizzes
and exams. This sheet serves as a reference for students, supplying facts or figures,
equations, physical constants, etc.

Yet even when offered the seemingly beneficial tool of an instructor-written
formula sheet, many students frequently request the ability to construct their own
“cheat sheets.” Presumably students think that by making their own formula sheet
they are “getting away” with something, knowing they will be able to include
extra information the instructor would not provide, such as definitions or worked
examples of problems students fear they may encounter in the testing situation.

When faced with the decision of whether to allow students to create their own
formula sheets, instructors may believe the myth that doing so will be detrimental
to student learning. Many experienced instructors will assert that allowing students
to prepare their own formula sheets will no doubt increase student performance on
course exams, as it contains extraneous information that would not be provided
on an instructor-prepared sheet, but that in the long run, using their own formula
sheets will decrease students’ long term retention by giving them an externalmeans
of storage to reference rather than committing information to long-term memory.

The literature provides us with two hypotheses with which to frame our
investigation of this myth. Dorsel and Cundiff (1) suggest the competing
dependency hypothesis and coding hypothesis. The dependency hypothesis
concurs with the myth above; that is, if students know they have a formula sheet
of their own making to use during testing situations, they will rely on this sheet
as external storage rather than using time encoding the material to long-term
memory. This does not predict if students with their own formula sheets will do
better or worse than students with only instructor-prepared sheets on exams where
formula sheet use is allowed. However, it does suggest that students who have
relied on formula sheets for external storage in the past will not be be successful
on exams where formula sheet use is forbidden.

Conversely, the coding hypothesis tells us that students who make and use
their own formula sheets may actually be better at encoding this information
into long-term memory than students who do not go through this process.
Theoretically, choosing the most important information to include on a formula
sheet from the vast body of information studied forces students to evaluate the
utility of each piece of information, perhaps seeing its place in the larger body of
knowledge, and even committing it to long-term memory. In this case, students
who construct and use their own formula sheets will be more successful than
students who use instructor-prepared sheets not only on immediate tests with
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the formula sheets, but even on delayed tests where formula sheets may not be
allowed.

This leads us to two research questions. First, does allowing students to create
their own formula sheets affect their performance on exams in a general chemistry
course where their use is allowed? To answer this, performance wias compared on
course exams for students using an instructor-prepared formula sheet and students
using formula sheets of their own design. Second, will using instructor-prepared
or student-prepared formula sheets affect long-term retention of information in
general chemistry? To answer this, students who have used both kinds of formula
sheets in a semester-long general chemistry course were given a cumulative final
exam, during which students could only rely on an instructor-prepared formula
sheet.

Methods

Two sections of a General Chemistry I (first semester general chemistry)
course, taught by the same instructor, and two sections of a General Chemistry
II (second semester general chemistry) course, taught by a second instructor,
took part in this study. For each course, students in one section were assigned
an instructor-prepared formula sheet for each course exam, while students in the
second section were asked to prepare their own formula sheets for these exams.
The number of students in each section are given in Table I.

Table I. Number of Students by Course and Section

Formula Sheet Type Gen Chem I Gen Chem II

Student-Prepared n = 75 n = 87

Instructor-Prepared n = 69 n = 83

Data were collected over the course of a single semester, such that students
did not overlap in these courses. In order to ensure students in the two sections
of each course were equivalent prior to the beginning of the intervention (use of
formula sheet on exams), student performance was measured on three in-class
quizzes without the use of formula sheets. Quizzes were given in each course
once per week and averaged 5 questions each. Questions were written by each
instructor, and included multiple-choice, calculation, or short answerquestions.
Student scores were calculated based on a maximum 25 points for each quiz.
Amultivariate analysis of variance (MANOVA) was used to compare section
performance across the three quizzes for each course.

Instructor-prepared formula sheets contained formulas, physical constants,
and conversion factors the instructor deemed pertinent to each course exam,
while student-prepared sheets were allowed to contain any information the
students could fit on their page. The student-prepared sheet size was limited
to one half-sheet of standard 8.5” x 11” paper per exam (0.5 page for exam
1, 1.0 page for exam 2, 1.5 page for exam 3). While the exams themselves
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were not cumulative, the instructors felt that the cumulative nature of chemistry
itself necessitated allowing students cumulative formula sheetsas the semester
progressed. In addition, the instructor-prepared formula sheets became lengthier
as the course material became more difficult, and allowing students extra space
on their own sheets removed formula sheet length as a variable between sections.

In order to characterize the information present on both student and instructor
sheets, formula sheets were qualitatively coded for the presence of facts, formulas,
and example problems. The category “facts” included items such as definitions,
physical constants, conversion factors, and other statements. The category
“formulas” included all mathematical formulas, such as PV = nRT. Finally, the
“example problems” category encompassed all worked examples, including
examples from lecture, text, or homework.

To test the effect of formula sheet type (instructor- vs. student-prepared),
section performance was compared on three hour-long course exams in each
section. Course exams were a mix of instructor written true/false, multiple-choice,
calculation, and short answer questions, and generally covered 3-4 chapters of
material. In both courses, these exams were a mix of algorithmic and conceptual
questions. Student scores were calculated out of 100 points for each exam, and a
MANOVA was again used to compare section performance across all three exams
for each course.

Finally, to investigate the long-term effects of formula sheet use in a course,
students completed a cumulative final exam. This exam was given approximately
two weeks after the last hour-long course exam, and included material from all
previous exams. The final exams for each section included50 multiple-choice
questions and were departmental standard exams, not written by the course
instructors. The final exams covered the same topics as the hour exams, but
no questions were duplicated from earlier exams. All students, regardless of
section, were given a departmentally-prepared formula sheet, equivalent to the
instructor-prepared formula sheets used on the hourly exams. An analysis of
variance (ANOVA) was conducted to determine if students performed differently
on this exam based upon their previous experience in the course using either
instructor- or student-prepared formula sheets.

Results

As discussed above, the researchers wanted to ensure that the sections in
each course were matched in terms of chemistry knowledge prior to the start of
the experiment. To do this, student scores were taken on three in-class quizzes,
and compared using a MANOVA. One MANOVA was run for each course, with
“section” (instructor- vs. student-prepared sheet) as a between-subjects variable,
and “quiz score” (for each of 3 quizzes) as the dependent variables. The results
of this test showed no significant difference between the two sections of General
Chemistry I (F3,140 = 0.452, p = 0.715) or between the two sections of General
Chemistry II (F3,166 = 0.406, p = 0.749) for the main effect of section (instructor-
vs. student-prepared sheet). This tells us that the sections in each course performed
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equally well on the quizzes overall, and were therefore matched prior to the start
of the intervention.

After completing the hourly course exams, students were asked to turn in their
formula sheets for evaluation. Results of the qualitative analysis of formula sheet
content are given in Tables II and III. These results show that student-prepared
sheets included roughly equal numbers of formulas as theinstructor-prepared
sheets. As expected, however, the student-prepared sheets included a larger
number of facts, sometimes by orders of magnitude, and example problems,
which were not included on theinstructor-prepared sheets. This tells us that, in
general, students preparing their own sheets have more information, in terms of
facts, formulas, and worked examples, at their fingertips while taking the hourly
course exams.

Table II. General Chemistry I, Mean Number of Items per Formula Sheet

Exam Sheet Facts
Mean (SD)

Formulas
Mean (SD)

Examples
Mean (SD)

Student 16 (12) 3 (3) 4 (5)
Exam 1

Instructor 2 5 0

Student 10 (8) 8 (4) 6 (8)
Exam 2

Instructor 2 8 0

Student 24 (14) 7 (4) 12 (13)
Exam 3

Instructor 4 4 0

Table III. General Chemistry II, Mean Number of Items per Formula Sheet

Exam Sheet Facts
Mean (SD)

Formulas
Mean (SD)

Examples
Mean (SD)

Student 5 (5) 23 (10) 1 (2)
Exam 1

Instructor 3 18 0

Student 12 (8) 12 (5) 2 (3)
Exam 2

Instructor 4 13 0

Student 11 (7) 8 (4) 3 (3)
Exam 3

Instructor 2 14 0

To investigate the impact of this additional information, a MANOVA was
used for each course to compare section scores on the hourly course exams. On
these exams, each course had one section of students using an instructor-prepared
formula sheet, and one section using a student-prepared formula sheet. For these
MANOVAs, “section” (instructor- vs. student-prepared sheet) was again used as a
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between-subjects variable, with “exam score” (for each of 3 hourly exams) as the
dependent variables. The results of these tests showed no significant difference
between the two sections of General Chemistry I (F3,140 = 0.933, p = 0.427) or
between the two sections of General Chemistry II (F3,166 = 1.495, p = 0.218) for
the main effect of section (instructor- vs. student-prepared sheet) on exam score.
The results show that students in each course performed equally well on the hourly
exams, regardless of the type of formula sheet used. Means and standard errors
for each section’s performance on these exams are given in Table IV.

Finally, to study the effects of formula sheet design on long-term retention,
student scores on the cumulative final exam were compared. On this test, all
students used an instructor-prepared formula sheet, but sections were again
compared based on the type of formula sheet used throughout the semester. In
this case, one ANOVA was completed for each section, using final exam score
as the dependent variable, and “section” (instructor- vs. student-prepared sheet)
as the independent variable. Mean and standard errors for the final exam scores
are given in Table V below. Although students who had used student-prepared
formula sheets during the semester averaged a few points higher on the final
exam in both courses than those who had used instructor-prepared sheets, this
difference was not found to be significant in either section of General Chemistry
I (F1,142 = 0.241, p = 0.624) or General Chemistry II (F1,168 = 0.068, p = 0.794).
This suggests that use of either formula sheet design during the semester did not
help or hinder students’ long-term retention or performance on the final exam.

Table IV. Student Hourly Exam Scores by Formula Sheet Type

Course Exam Sheet Meana Std. Error

Instructor 76.7 1.8
Exam 1

Student 78.0 1.8

Instructor 73.4 2.1
Exam 2

Student 77.0 20

Instructor 68.9 2.1

Gen Chem I

Exam 3
Student 68.2 2.0

Instructor 81.4 1.7
Exam 1

Student 80.4 1.6

Instructor 74.1 1.8
Exam 2

Student 70.9 1.8

Instructor 76.6 2.1

Gen Chem II

Exam 3
Student 78.0 2.0

a 100 points possible
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Table V. Student Final Exam Scores by Formula Sheet Type

Course Sheet Meana Std. Error

Instructor 82.2 3.2
Gen Chem I

Student 84.4 3.1

Instructor 96.9 3.2
Gen Chem II

Student 98.0 3.1
a 150 points possible.

Discussion

Overall, students did not show increased performance on course exams
when given the opportunity to create and use their own formula sheets. While
this has been demonstrated in other studies (2–5) for subjects less mathematical
than chemistry, there has been pervasive “conventional wisdom” that allowing
students to prepare their own formula sheets gives students an unfair advantage
over students using an instructor-prepared sheet. This myth seems to be untrue, at
least as far as instructor-written course exams are concerned. Although students
who wrote and used their own formula sheets had much more information at their
disposal during exams, these students did not perform statistically significantly
different than students without access to this extraneous information.

In addition, the myth that students who use formula sheets will rely on this
external storage method rather than learning the content themselves also seems to
be a myth. In this case, students did not show a significant change in performance
on long-term testing measures regardless of previous formula sheet experience.
While it could be argued students knew they would not be able to use their own
formula sheets on the final exams, and therefore studied differently for the final
than they had for the hourly exams, the cumulative final, given only two weeks
after the third hourly exam, contained a large amount of material with little time
to study. It is unlikely that students would have performed as well as they did on
the final exam if they had relied on their own formula sheets as a form of external
storage rather than commiting the knowledge to their long term memories.

Conclusions

Although formula sheets were not shown to affect either current or long term
course achievement, the use of formula sheets may affect other aspects of student
performance. Future studies will further investigate what, if any, effect formula
sheet design and use might have on student knowledge attainment. For example,
formula sheet design may affect performance on conceptual questions differently
than on algorithmic questions, a difference that could have been lost when exams
were analyzed as a whole. And if formula sheets do not affect students’ academic
achievement, does allowing students to prepare their own formula sheets affect
some other variable that makes the use of formula sheets advantageous? Student
self-efficacy, test anxiety, and cognitive load are all variables that may be affected,
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positively or negatively, by formula sheet design. Based on the results of this
study, it seems that allowing students to produce their own formula sheet does not
give them an unfair advantage during use, or hurt students’ long-term retention
of chemistry content. If student-prepared formula sheets can be shown to affect
another variable, by decreasing test anxiety for example, their use may actually be
beneficial, contrary to what the myths regarding formula use may suggest.
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Chapter 4

“Content Coverage” in a Lecture Format
versus Activity-Based Instruction

Maria T. Oliver-Hoyo*

Chemistry Department, North Carolina State University, Raleigh, NC 27695
*E-mail: maria_oliver@ncsu.edu.

This chapter addresses the myth that the most time efficient
way to “cover content” is lecturing to students. The efforts
toward the design, development and implementation of an
activity-based instructional format known as cAcL2 (concept
Advancement through chemistry Lab-Lecture) are highlighted
and studies conducted using this format are presented in an
attempt to convince the reader that content coverage does not
need to be compromised in activity-based instruction. This
chapter provides examples of different types of activities and
highlights how these activities are grounded by the Two-world
specific theory and the Five Principles of curricular design.
Evidence provided attempts to debunk the myth by supporting
our hypothesis that activity-based instruction is a viable
alternative to provide a more in-depth content coverage than
traditional lecture. Performance of students enrolled in cAcL2
courses demonstrates that this format can promote the use
of high order cognitive skills resulting in a deeper level of
understanding. In addition, attitudinal studies show that the
benefits derived from this format of instruction extend to the
affective domain.

Introduction

One of the most frequently asked questions regarding the adoption of “active”
teaching strategies revolves around the demands on class time required to teach in
formats that depart from continuous lecture. This concern is usually accompanied
by a deeply rooted myth that it is impossible to “cover” all the material unless it

© 2011 American Chemical Society
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is explicitly stated by the instructor. When pressed for time, instructors tend to
present as many problems and examples as possible due to the belief that it is the
most effective way for students to attain learning. This was basically my teaching
approach for a considerable number of years until I went to a presentation from
which the following story I recall…

…A second grade science teacher was explaining to her students about the
Earth and its round shape. She spent a few days showing pictures and drawing
diagrams of the Earth. As a wrap-up activity the teacher asked the second graders
to draw a picture of the Earth but including themselves on the drawing. This is
what one student drew:

Figure 1. A second grader’s view of himself on planet Earth.

Figure 1 might not do justice to what the student actually drew but the
message is authentic. In my view, this represents the perfect compromise for that
youngster regarding what the teacher said versus what the student experienced on
a daily basis, as our immediate surroundings show no curvature. The realization
that the same disconnect must have been happening in my classes was disturbing
and this powerful image now resides in my mind. The idea that instructors’
explanations will be fully captured by students and that those messages will
reach the audience unfiltered and undistorted is naïve at best. Effective teaching
translates into real learning and while this second-grade science teacher did her
best to achieve effective teaching, her instruction did not render the expected
understanding. The story has a happy ending though…

…Thinking about ways to make her second graders extrapolate content from
class to real experiences she came up with an exercise. Students would place
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plastic insects of different sizes on top of a big beach ball and try to see themselves
as the plastic creatures. What would they see? Flatness? Roundness? Why?

This was a clever intervention to make those young students think about ratio/
scale aspects that actually produced better results...so the story goes. If I were
to ask the reader what made the intervention work, what would you respond?
The power of such an intervention was in the format where students had to put
themselves in a particular position, make observations and analyze scenarios to
come up with an answer. That is the approach sought after in learner-centered
strategies, which can take the shape of activity-based instruction. Time invested
in making students think and reflect should produce meaningful questions and be
more productive at affecting learning.

Assuming the message of this story does not resonate with the reader then a
practical approach might. What if the time you spend preparing and presenting
your lesson can be used differently so that students are exposed to an approach
that adds value to what otherwise they could obtain from or find in textbooks and
exercises? The most common question asked by instructors interested in learning
more about how to put activity-based instruction into practice is:

How can I “cover” the material in the tight timeframe of a typical
chemistry course?

Instructors must reflect on one main issue before all other suggested paths are
explored:

Presenting information does not necessarily translate into students’
understanding.

The introductory story in this chapter might be the perfect example to illustrate
this statement, however chances are that, as an instructor, you have wondered why
students’ performance do not reflect your teaching efforts. The reasons might be
many and varied but as academic scholars we have the resources to guide our
efforts, investigate our hypotheses, document our results and shape the processes
of teaching and learning. In this chapter we will take a look at a personal journey
which debunk the myth that:

The most time efficient way to “cover content” is for the teacher to
present the information in order to achieve students’ learning.

Supportive Research

A main issue to consider when addressing content coverage is the “breath
versus depth” argument. This dilemma applies to both, the instructor deciding
how much and how to “cover content” and the students’ approach to learning.
When the content coverage agenda includes a wide and extensive variety of topics,
this commonly translates into exposing students to broad coverage and assessing
students for low order cognitive skills since there is time to develop only superficial
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understandings (1). On the other hand, when content quantity is reduced there
is more time to promote learning at a deeper level. This involves promoting
the use of high order cognitive skills, which students can then apply to different
contexts. Support for the “breath over depth” approach comes from the belief that
students are better served by exposing them to as many relevant topics as possible.
The “depth over breath” proponents are convinced that processing information
is only one aspect of knowledge acquisition and that the time spent on in-depth
treatment of knowledge is a more productive and effective strategy. The body of
work of some educators and psychologists such as Bloom, Piaget, and Vygotsky
assumed in-depth learning as the best choice to attain understanding but the “breath
versus depth” argument is a long-standing debate that has provided strong points
of view in both camps. However, “the educational research literature provides
precious little empirical evidence that supports either approach or one over the
other” (2). Contributing to this special void, Schwartz et al. set out to study the
impact on college students’ performance of the amount of content covered in their
high school science courses. This comprehensive study included 8310 students
enrolled in science courses (biology, chemistry, and physics) in 55 different U.S.
higher education institutions. Their results showed that teaching for depth in at
least one topic in high school science leads to better performance of those students
in introductory college level science courses (2).

A valid sentiment expressed by those who develop teaching materials is that
a wide gap exists between educational theories and curricular design. “General
philosophical orientations to educational matters – such as constructivism –
are important to educational matters, but often fail to provide guidance in
organizing instruction” (3). This is particularly reflected in the fact that the same
instructional strategies are advocated independently of the theory evoked (4).
Some conclusions resonate strongly with curricular designers: “Even though
these theories [cognitive and social theories of learning] are extremely valuable,
they are still quite general and do not provide a sufficient understanding of
underlying mechanisms to give much guidance for curriculum development” (5).
The challenge is to find theoretical elements or tools that can be interwoven with
the operational expression of a specific curricular design.

Confronted with these issues, Tiberghien et al. set out to propose a theoretical
framework for the development of teaching resources, specifically a “teaching
sequence” for physics topics (mechanics) (6). This major undertaking produced
the Two-World framework (referred to as a specific theory), which provides
two levels of knowledge categorization. The first level differentiates between
theoretical and experimental levels or worlds where explanatory ideas are
associated with the theory and models category while observations, perception,
and measurements relate to objects and events. The second level further
categorizes knowledge into discipline-specific knowledge (school taught physics)
and everyday knowledge (life experiences). This finer distinction is strongly
dependent on the context of use due to the interplay between acquired knowledge
becoming everyday knowledge at some point in the learning process. “The
Two-World specific theory guides the design process due to the necessity of
differentiating between theoretical elements and objects and events” since this
theory acknowledges that the relation between theory and experimentation “is not
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direct at all…” (6). Therefore, connections need to be made explicitly using tools
and resources. This directs the focus of activities to primarily look at four-way
interactions: relations between objects and events; relations from objects/events
to theories/models; relations from theories/events to objects/events; and relations
between theories and models. Figure 2 is our rendition of this framework at the
first level of categorization.

Figure 2. Diagram of the Two-World specific theory.

The design of instructional materials cannot proceed in a vacuum. The
theoretical underpinnings are only one of the elements to consider. The inherent
complexity of the processes of teaching and learning and the tight interactions
between them demand that at a minimum the learning environment, expectations
and/or learning goals, and assessment methods be attentively considered when
curricular materials are developed. Meyers and Nulty extended Biggs’ 3P
(presage, process, product) model of learning and teaching (7) and provided their
articulation of Five Curriculum design principles, which apply to teaching and
learning materials, tasks, and experiences (8). These principles are included in
Table 1.
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Table 1. Curriculum Design Principles*

Curriculum Design Principles

#1 impart relevancy and authenticity (real-world)

#2 promote constructive, sequential and interlinked ideas

#3 require students to use and engage with progressively higher order cognitive
processes

#4 align with each other and the desired learning outcomes

#5 provide challenge, interest and motivation to learn
* Reference (8).

These principles provide a practical framework that combined with the
Two-World theoretical framework set a rich foundation for the development and
evaluation of activity-based instruction.

Building an Environment To Support Activity-Based Instruction with
Curricular Robustness

The results of the intervention in the introductory story revealed to the
teacher that there are different ways to “cover content”. The educational literature
identifies time constraints as the deciding factor to adopt either a superficial or an
in-depth approach to teaching. As an educator, I favor depth over breath and the
challenge then becomes how to use restricted class time to attain such depth. This
is at the core of the myth this chapter attempts to address.

We hypothesized that activity-based instruction is a viable alternative to
provide a more in-depth content coverage than traditional lecturing. We set out to
study if the activity-based instructional curriculum we developed would promote
the use of high order cognitive skills in students and result in better achievement
as measured by students’ performance. We have chosen a theoretical (Two-World
specific theory) and a practical framework (Five Principles for curricular design)
to take a closer look into the activities we designed for the cAcL2, concept
Advancement through chemistry Lab-Lecture, a format of instruction where
hands-on activities are the preferred medium for topic explorations. This format
is the chemistry dissemination project of SCALE-UP, Student-Centered Active
Learning Environment for Undergraduate Programs (9). Time constraints are tied
into the format as the topics are prescribed for the general chemistry curriculum.

We broadly describe activity-based instruction as an approach which
incorporates multiple and varied ways of exposing students to content. Such
practices involve both teaching strategies (such as inquiry-guided instruction and
collaborative work) and available resources (simulations, live demonstrations,
experiments, clickers, etc.). In our case, we emphasize a hands-on, minds-on
approach and use wet-chemistry, worksheets, and Internet resources in our
attempt to engage students in the process of learning. Four decades ago, Edgar
Dale published the “Cone of Experience” (10) which has been extensively
modified through the years and eventually referred to as the “Cone of Learning”
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or “Learning Pyramid(s)”. Most versions give a correlation between retention
of material and the nature of involvement for a variety of educational means
instructors have available (Figure 3). Due to questionable sources for the data,
Thomas Lordmore recently embarked in his own experimental design and actually
confirmed those correlations (11). What these findings tell us is that it is not until
we do something with the information provided, that the chances for effective
instruction (achievement of learning by students) increase. In activity-based
instruction, we complement resources that are more passive (from the top of this
triangle: reading, hearing, watching) with others that fall in the lower portion of
this pyramid such as discussing, simulating, or doing the real thing. For example,
demonstrations performed by the instructor may be complemented with group
discussions, animations, or students’ presentations of related applications.

Figure 3. Modified Cone of Learning.

Inquiry-guided instruction is practiced where students are guided with
targeted questions to answer unknowns and emerging questions are “answered”
with questions that promote thinking critically about the activity performed
(Principle #3). The key is to engage the mind of the student in order to maximize
the opportunity for learning. The curricular materials have been designed to
appeal to students’ interest (Principles #1 & #5) with the intent that students’
learning efforts become commensurate with the expected level of understanding
(Principle #4). When activities become relevant (Principle #1) students tend to
beengaged (Principle #5) and the chances they will dedicate more time to the topic
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(both in-class and outside of class) increase. We assumed that students’ efforts
would compensate for the restricted time in class since deeper understanding
demands more time to process knowledge.

From a Practical Approach to the Generation of Fundamental Ideas

As it is evident in any educational research study, the learning environment is
a key element in achieving learning outcomes. Instructors commonly choose the
curricular materials but the learning environment is the result of the instructors’
efforts towards teaching and the students’ input into the learning experience. In
order to provide instructors with some guidelines on how to choose curricular
materials, I will start by describing how we developed and have used an activity-
based curriculum in the cAcL2 format. Since curricular materials in this format
substitute for the “lecture” they must provide appropriate content. Choosing these
materials is probably the most time consuming task’ however, it is comparable
to deciding on a new textbook or developing a new course. Whether you decide
to develop your own activities or search for available resources, it is a process
better done at a slow pace. In our case, we have developed about 100 activities
for general chemistry that instructors may download for free (9). The process
started by developing and testing 6 activities in one semester, then 4 more during
the summertime, and eventually increasing the number of activities per week to
the point where now approximately 85% of the time in class is spent working on
activities. For example, in a two-hour class period a maximum of 20 minutes
is used for a power lecture. Activities take a variety of forms from written and
verbal communication to collection of data from wet chemistry experiments or
demonstrations.

Activity efficacy refers to how well the activity incorporates the content
intended to be explored, how much student engagement is involved, and what
learning gains are expected versus those actually obtained. As instructors
incorporate an activity multiple times in the classroom, they gain experience and
can make their own determination as to the efficacy of a particular activity. When
activities prevail as the main teaching resource, a more holistic approach can be
taken. A practical example may be the best way to illustrate activity efficacy.
The unit in quantum theory is a challenging one when it comes to incorporating
demonstrations into a lecture format. Table 2 includes the sections in which this
unit has been fragmented in the textbook we use (12) and the activities that have
been substituted for the lecture mode in the classroom.

Four activities were developed to address the content material in this unit. It
is worth noting that the class time reserved to “cover content” in this unit remained
the same. In other words, students in the activity-based instruction were in sync
with students in the lecture format. The key factor to keep in mind is that now the
format for “content coverage” has changed dramatically. These activities aim at
getting students physically involved and promoting that effort engages their minds
as well. Each activity contains “comprehension question(s)” to assess if students
have grasped the essence of the material (Principle #4). In our application of the
Two-World framework to chemistry topics, we considered any chemical particle
(micro) or substance (macro) , an object and any observable and/or measurable
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chemical occurrence, an event. Micro “objects” are situated in the material world
using simulations or animations as intermediaries. Information obtained by our
senses (hearing, touch, smell, etc.) belongs to the material world. We viewmodels
and theories as the other world or a conceptual recognition of knowledge. These
activities are briefly described below to show the different forms activities may
take.

Table 2. Topics, demonstrations, and activities that comprise the quantum
theory unit

Unit: Quantum Theory

LECTURE DEMONSTRATIONS ACTIVITY-BASED

The Nature of Light Overhead projector
Spectrometer
Spectral tubes

Fingerprinting

Quantization Blackbody radiation Photoelectric effect

The Bohr Model Seeing the light

Quantum Theory Standing waves on a string The atomic hotel

Electron configurations

Fingerprinting

The fingerprinting activity (13) uses commercial bar codes as an analogy
for students to explore how information can be extracted from a line (relation
between object and event). The correlation between commercial bar codes and line
emission spectra emerges from the fact that both contain information in the form
of lines and those lines identify a specific product or element (relation between
objects/events to theory/models). Students discuss how computerized scanners
read light patterns reflected from the bar code (relation between object and event).
The dark lines in the bar code absorb light, while the white spaces reflect the
light. Students are asked to draw both an absorption pattern for a bar code and
a predicted bar code from a reflectance pattern (relation between objects/events to
theory/models). This exercise assesses student understanding of whether light is
reflected or absorbed. The reflectance pattern is the key link to the line emission
spectra generated by atoms and this leads to the discussion of how absorption and
emission spectra are obtained (relation between theory and models).

Decoding bar codes for purposes of commercial product identification leads
the discussion into spectra identification. Students are able to see that the gaps in
absorption spectra correspond to the lines in emission spectra (relation between
object /event to theory/model). Emission spectra not only contain information in
lines like bar codes do, but they physically resemble bar codes as well. When
a reflectance pattern is overlaid with its respective bar code, the peaks fill in the
white gaps creating one continuous spectrum (relation between object/event to
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theory/model). This leads to the relationship between absorption and emission
(relation between theory and models). For these exercises, students have access
to Internet resources where they can observe these types of spectra for elements.
The activity is concluded with a discussion of the hydrogen emission spectrum
(relation between theory and models). Figure 4 depicts a diagrammatic summary
of the topics this activity entails.

Figure 4. Fingerprinting activity relating commercial bar codes and elemental
spectra.

Photoelectric Effect

In this activity, the minimum energy required to eject an electron from a
metal is found for different metals using a simulation (relation between object and
event). This simulation also shows the role intensity plays in this effect (relation
between object/event to theory/model). In addition to the photoelectric effect,
students explore the relationship between energy, wavelength, and frequency via
graphical relationships (relation between theories/models and objects/events).
Each student is assigned a metal and each student practices graphing skills using
the data collected (relation between object and event). Figure 5 shows students’
data for aluminum.
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Figure 5. Simulation activity to explore photoelectric effect.

Keeping track of simulations and animations’ Websites can become a time
consuming task for the instructor. The particular Website depicted in Figure 4 was
an excellent site used for years in our general chemistry course but it is no longer
available. A quick search for “simulations on photoelectric effect” produces a
number of sites that instructors may explore and choose from.

Seeing the Light

This activity consists of three parts:

• using spectroscopes to observe emission lines from different gas
discharge tubes and comparing their observations to the spectra shown at
aWebsite (relations between object and event and between objects/events
to theory/models),

• placing colored solutions between the light and a diffraction grating on
an overhead projector to relate observed to absorbed colors and construct
a color wheel (relation between object and event),

• collecting data from a Website on additive colors (emission) to observe
differences between mixing colors of light and mixing paint, and on
subtractive colors (absorption) to observe the relationship between
colors and white light (relation between theory/model to object/event).
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Via these explorations, students study light, color, and their relationships to
energy, wavelength, and spectra. Our classroom facility allows us to set stations for
each part and students rotate through them to collect data. Alternate viable settings
might include a laboratory with different benches for each station or assigning
students to different stations and group sharing the information collected.

The Atomic Hotel

This activity simply involves working on a worksheet that uses the analogy
of a hotel and its rules to relate to quantum mechanical concepts. The Atomic
Hotel is a special hotel designed for electrons with strict policies on how to fill
the rooms (Aufbau principle), room occupancy (Hunds’ Rule and Pauli Exclusion
Principle), room configurations at each level (s,p,d,f), identification of guests
(quantum numbers), and evacuation plans (ionic configurations) where the exit
signs are placed next to certain room configurations. After students become
familiar with this special hotel and its rules (relation between objects and events),
the terminology is introduced, the quantum concepts are discussed (relation
between objects/events to theories/models) and electronic configurations are
practiced using the periodic table (relation between theory and models).

These four activities have replaced the lecture mode for this unit and the
topics are “covered” within the same timeframe as the lecture-based class. They
are representative of the variety of activity modes there are including the use of
Websites, simulations, worksheets, wet chemistry and demonstrations as well as
real-life analogies to make chemistry more “tangible” to students. All activities
demand students to do things and then reflect on what they have done.

Principles of Curriculum Design

Quantum theory is a challenging topic to make it an “authentic, real-world,
and relevant” experience for students as our first principle for curriculum design
recommends. However, the Fingerprinting activity is a popular one among
students, as they show great interest in finding the actual product their commercial
bar code represents which in turn motivates them to observe the spectra of
particular elements. This activity brings real-life experiences into the classroom.
In Seeing the Light, students’ experiences of light, color, reflection, and diffraction
are explored under a more “tangible” lens. In addition, the questions students
discuss are real applications of the concepts explored. For example, one of the
comprehension questions in the Photoelectric Effect activity is: “Explain why the
photographic film can be handled in a “dark” room lighted with red light but is
ruined if exposed to the same intensity of yellow light.” Or in Seeing the Light:
“Why do airplane pilots and air traffic controllers wear orange colored lenses on
bright sunny days, hazy days, and foggy days?“

As can be observed, each of these activities builds from the previous one
in a sequential and interlinked fashion. In Fingerprinting, students are exposed
to emission and absorption spectra and to the importance of those “lines” which
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by the second activity, Photoelectric effect, are defined in terms of wavelength,
frequency, and their relationship to energy. In Seeing the Light, the “new” terms
and relationships are reinforced via exploration of additive and subtractive color
patterns. The energy theme continues into The Atomic Hotel for electrons. These
activities were designed to be “cumulative in their effect” with explicit assessments
to monitor students’ progress in their understanding of content material.

High order cognitive skills are promoted in several ways. Textbook exercises
are complementary to the course work but the activities pose relevant questions,
problems, and discussions framed to allow students the opportunity to think
critically about options, evaluate observations, and propose explanations to
the phenomena observed. Assignments are structured so that students build
a foundation upon which to expand their knowledge. Formal assessments
(homework, quizzes, and tests) also reinforce explicitly the learning outcomes so
that students recognize the need to study more in-depth. Exams contain a subset
of questions considered to be challenging and involving high order cognitive
skills, specifically application and evaluation types.

Principle #4 directed the development of these activities as the process
involved research on misconceptions and outlining learning objectives to address
the content and the potential misconceptions. These objectives also guide the
kind of questions prompted by instructors and the problems students do. This
adds to the alignment requirement and provides a way for checks and balances
regarding the aims and desired outcomes of the activities. Each activity has been
developed using a template that contains the following sections: Title, Time
(duration), Topic, Type (probe or investigation), Level (introductory, intermediate
or advanced), Overview, Equipment and Materials, Objectives, Misconceptions,
Other Student Difficulties, Prerequisites, Activity Table (suggested sequence
of tasks, reasons for doing the tasks and practical notes), Related Activities,
References, Discussion, and Supplementary Material and Comprehension
Questions.

If Principle #5 (provide challenge, interest and motivation to learn) is
achieved, students become engaged and tend to spend more time on learning,
which in turn, compensates for the tight time on task provided by the classroom
experience. This is probably the most difficult Principle to address as students
come from different backgrounds, bring different skills and interests into
the classroom, and change every semester. The instructor and the learning
environment play a bigger role than the activities themselves to achieve this
Principle. Attitudinal studies offer a resource to monitor if this has been
accomplished.

The conscientious application of the Five Principles of curriculum design aims
to increase the effectiveness of teaching; the engagement of students with the
material in and out of the classroom; the time dedicated by students to achieve
the learning objectives; and the levels of cognitive skills used and required for
problem solving. After the curriculum was developed and implemented during
several semesters, the research questions emerged:

• Can we show that activity-based instruction is a viable alternative to
provide a more in-depth content coverage than traditional lecturing?
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• Have we been able to promote in students the use of high order cognitive
skills?

• Is the cAcL2 format conducive to change students’ attitudes toward the
discipline?

• Are there specific elements in this format that promote learning better
than others?

Chemical Education Studies

The way curricular materials are used influences their effectiveness in
the classroom. Instructors play a major role in choosing the materials and the
instructional strategies, deciding the order, type, and duration of the activities, and
assuming or assigning roles for themselves and the students. Our work developed
itself in phases starting with a “low-risk” incorporation of a few activities
during a semester. As these were implemented, we gathered qualitative data on
activities’ duration, cost, availability of resources, chronology of steps, perceived
relevance and engagement level of students. This information was used during
the elaboration phase to direct the efforts of the development and implementation
of subsequent activities. This involved a reiterative refinement process. As I
became more committed to activity-based instruction and the cAcL2 format, the
need to document our efforts became more pressing. The evaluation phase started
two years after the first activities were incorporated into a general chemistry
course. Four studies were conducted that investigated the effects of this format
on students’ performance and attitudes (14, 17, 21, 22). These studies represent
the scholarly attempt to validate our hypothesis that activity-based instruction can
provide in-depth content coverage and debunk claims that the most time efficient
way to “cover content” is for the teacher to present the information.

The main goal of adopting and developing activity-based instruction was
to improve student understanding as measured by students’ use of high order
cognitive skills, HOCS. The first study involved two sections of the same course,
general chemistry I, where one section received traditional lecturing (control
section) while the other was taught by the same instructor in the cAcL2 format
(14). The content of the course was exactly the same for both sections with the
same detailed syllabus and the same perspective and emphasis on different topics.
Special attention was paid to the time on task where the maximum allowable
time for topics’ activities in the cAcL2 section was strictly limited by the time
spent in the control section on that particular topic. The format of instruction
was the main difference but students were exposed to the same content. For
example, demonstrations conducted in lecture were transformed into an activity
that students would perform themselves in the cAcL2 section. Even though exams
for both sections were very similar in length and amount of material covered per
exam, they could not be identical due primarily to the fact that assessments must
reflect instructional practices. In the control section, homework and examinations
used predominantly multiple choice and short answer formats while the cAcL2
section had problems and extensive questions. In addition, students in the control
section were not exposed or involved in formal discussions as extensively as
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the cAcL2 students. Therefore, selected groups of questions considered to be
challenging but appropriate for both sections and involving HOCS were included
in all exams. These subsets of questions in each exam constituted the database
for the analysis of exam scores.

The equivalency of comparison groups was demonstrated taking into
consideration academic major, gender, ethnicity, and previous number of
chemistry courses taken by the students enrolled in both sections. A three-way
ANOVA model including terms for class, major, exam, and all two-way and
three-way interactions was used to analyze the data. The significant statistical
differences between the two sections strongly suggest that activity-based
instruction positively influenced the learning experience of students. For example,
the bottom 25% of the student population in the cAcL2 format outperformed the
equivalent student population in the last three out of four examinations. It is
also significant that the final comprehensive exam questions showed significantly
higher mean and median values in the cAcL2 when compared to the traditional
control (lecture) section. These results encouraged us and provided the first
validation to our efforts (14).

Due to the widely accepted assumptions that achievement and attitude are
positively interdependent (15) and that affective variables are as important as
cognitive ones in molding students’ learning (16), we investigated if the same
positive results attained in achievement would be found in students’ attitudes
toward the cAcL2 format and the discipline (17). The surveys developed for this
study were based on two tools, the Derived Chemistry Anxiety Rating Scale,
(18) and a tool developed by Grinnell College and the University of California
Berkley to compare a modular-teaching approach to a traditional-lecture format.
Items included questions designed to monitor attitudes toward learning the
discipline and perceived anxiety in learning, evaluation, and chemical handling.
Pre- and post-surveys were administered electronically to students during the first
and last two weeks of classes. Scores were used to compute residualized gains
scores (RGS) in learning attitude (19) and t-tests were used to analyze changes in
student anxiety. In order to eliminate a bias in attitudes toward the instructor by
students in these two different formats, end-of semester departmental evaluations
of the instructor were also analyzed. These reflected no significantly different
perception of the instructor by students in the two sections. Positive differences in
student attitudes toward learning were markedly obtained as 77% of the student
population in the cAcL2 section showed RGS gains above projected changes
from the control section. These RGS tend to attenuate some of the difficulties
associated with comparison of raw scores from complex factors affecting
attitudinal responses (19, 20). The RGS findings were confirmed by student
responses given to open-ended questions in the departmental end-of-semester
evaluation survey. The t-test analysis found that no significant difference in
anxiety was shown by the cAcL2 population in any of the three factors measured;
learning-chemistry, chemistry-evaluation, and handling-chemicals. Since
attitudes are so complex and the cAcL2 format embraces a variety of elements
(such as activity-based instruction, inquiry-guided and collaborative grouping
approaches), we subsequently investigated these in more detail.
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A second attitudinal study used triangulation to monitor changes in attitudes
of students enrolled in a cAcL2 second semester general chemistry course
(21). Specifically, we monitored attitudes toward both objective (activities) and
subjective constructs (educational strategies) via this qualitative cross-validation
method. The triangulation scheme used data collected via different qualitative
research methods that included 55 sets of interviews, 116 sets of surveys,
90 entries in students’ reflective journals, and 38 field note entries. For the
interview process, we followed a random stratified sampling procedure (based on
major, gender, and ethnicity) to assign every student to one of three one-on-one
interviews conducted during the semester. Two types of surveys were collected
including a standard departmental survey and pre- and post- questionnaires
developed specifically for the course. Even though triangulation was achieved
only in the case of monitoring attitudes towards objective constructs (such as
graphing activities), the vast and revealing data obtained from these methods
strongly suggest that students become more receptive and positive toward the
teaching strategies as the semester progressed.

We interpreted the results on student performance described earlier (14) to
reflect student use of HOCS due to the fact that students’ scores on subsets of
challenging questions were significantly different. To further shed insight into
this aspect we designed a study to show if the cAcL2 format would indeed promote
the use of HOCS (22). For this purpose, we utilized the GOAL (Gather, Organize,
Analyze, and Learn) problem-solving protocol whose most distinctive aspect from
other methods is the Learn step as it requires students to think about the problem
beyond the answer, emphasizing the meaning of the question and the implications
of the answer. The GOAL protocol is designed to encourage students to take a
more active role by thinking beyond the prescribed steps required to reach the
solution of a problem. The basis of the study involved data collected from four
qualitative problems specifically designed to be solved with the GOAL protocol
and assigned over the course of a semester. These problems served as a platform
to encourage students to use HOCS in their Learn responses. Students’ reflections
on their solutions were characterized (not the solutions themselves) and the Learn
responses were evaluated based on Bloom’s Taxonomy of Cognitive Development
(23). Four categories emerged from students’ responses that represented different
levels of abstract thinking. Results showed that students were increasing their
abstract thinking about problems as the course progressed with a drastic drop in
the number of responses at the lowest cognitive category from the first problem
to subsequent problems. These findings support our claims that activity-based
instruction as conducted in the cAcL2 format promotes students’ understanding at
a deeper level.

Final Thoughts

This project has been a journey that started with a story of a second grade
teacher and her efforts to make her teaching more effective. The revelation that
there is so much more to teaching than good intentions, organizational skills,
and content knowledge propelled me into a completely different direction from
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the one my formal training provided. The design of activities started with the
simple goal of developing instructional materials for chemistry education. The
practical approach involved taking small steps, one at a time and building upon
those practices that worked well in the classroom. To turn new ideas into practice
demanded a lot of personal learning, reflection, and willingness to take risks.

The examples in this chapter illustrate different types of activities while the
ties to the theoretical and practical frameworks discussed here highlight how to
design instructional materials to promote a deep level of understanding. The
literature provided the Two-World specific theory and the Five Principles of
curricular design to anchor the design of the activities developed. This is essential
for educational improvement to grow.

Dissemination of our work continuously raised questions regarding time
constraints and effectiveness of our activity-based instruction approach, cAcL2.
We have been successful at implementing activity-based instruction with
approximately 85% of the class time dedicated to hands-on, mind-on learning;
however, the popular myth that there is not enough time to cover required content
via activity-based instruction persists. Anecdotal evidence we experienced was
encouraging, but the need to demonstrate that activity-base instruction is a viable
approach to in-depth content coverage emerged. Our studies have shown the
benefits of the cAcL2 format addressing both students’ performance and attitudes.
Our experience supports the idea that content coverage is not compromised in
activity-based instruction but transformed. Activity-based instruction is a viable
alternative to achieve in-depth content coverage. These evidence-based methods
are expected to promote changes, and I certainly hope that this chemical education
research journey is used to directly inform practice of education.
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Chapter 5

Development and Refinement of a Research
Study Assessing Student Attention in General

Chemistry

Kelly Y. Neiles,1 Elizabeth A. Flens,1 Diane M. Bunce,*,1
and Michael Ferguson2

1Chemistry Department, The Catholic University of America,
Washington, DC 20064

2Science Department, DeMatha Catholic High School,
Hyattsville, Maryland 20781
*E-mail: bunce@cua.edu

Planning an experiment and collecting and analyzing data is
only half the process of doing research. Progression from
research ideas to a published manuscript is an iterative process.
The purpose of this chapter is to describe the decisions in
that process including the development and refinement of the
research questions, methodology, data analysis, and conclusions
that must be completed before an article is likely to be accepted
for publication. These decisions will be discussed within the
context of a research experiment dealing with an innovative use
of a measurement tool to collect data on student attention lapses
in general chemistry. Use of reviewer comments in the journal
submission process to improve the manuscript is discussed in
terms of the changes that were made in the final version of the
manuscript prior to acceptance for publication.

Introduction

Journal articles often sound as if the researchers progressed in a straight path
from the research idea to conclusions with everything else impeccably planned and
executed. This can be daunting to a new researcher. The purpose of this chapter
is to provide the reader with a more realistic view of how one of our published
manuscripts progressed from initial idea to published article. Inherent in this

© 2011 American Chemical Society
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iterative process is a series of decisions that we made as researchers, sometimes
in response to theory and other times in response to the reality of the research
situation. When we thought we had a well written and polished product, we
submitted it to a journal for review. It was surprising to us that the reviewers had
so many suggestions for improvement on what we had considered to be a finished
product. After we reflected on the reviews, we too agreed that we could improve
our product.

The following section discusses how we transitioned from an initial idea to a
research question based upon the literature on this topic.

Theory and Literature Review

As teachers, we have probably all used lectures as part of our teaching
approach. It is curious that student achievement does not always reflect the quality
of those lectures. The question arises as to whether or not the students were
paying attention in lecture. Lapses in student attention have been thought to be a
result of passive lectures where students are not actively involved in the learning
process. Books on how to lecture effectively suggest that if lectures are passive
presentations of information then student lapses are more likely to occur (1). The
possible reasons for these lapses in student attention may be a result of how the
brain operates and how learning takes place. For instance, student attention lapses
may be a function of an overload of the working memory; student lack of interest
in the topic; or the passive role of the student in the teaching pedagogy used.

Limited working memory, one of the possible reasons for student attention
lapses, is the term used to describe the process by which incoming information
is integrated with information retrieved from the student’s long term memory.
Too many stimuli presented at once without allowing time for students to process
the incoming information can overload the working memory capacity (2). The
working memory has been shown to have a capacity of 7±2 items. This capacity
can quickly be exceeded in a 50 minute lecture through the normal process of
listening, taking notes and thinking about multiple concepts without time to
process and clear the working memory space (3). If working memory capacity
is exceeded, then students will have a great deal of difficulty paying attention.
Fluctuations in students’ attention may reflect the students’ efforts to process the
continuing flow of information while dealing with the limitations of working
memory.

Another reason for students’ inability to maintain attention in lecture may
result from students’ level of interest in the topic. Here the teacher’s role is
crucial. The teacher may be able to influence students’ initial interest level in
a topic by helping them see its relevance. Interest according to Ainley, Hidi,
& Berndorff (4) is characterized by focused attention, increased cognitive and
affective functioning, and persistent effort. As a result, if students are interested
in a topic, this may result in increased attention during lecture.

Even if students are interested in a topic, the length of a typical lecture can be
overwhelming. Students in a passive mode can experience attention lapses even
if they are interested in the topic. Brophy (5) attributes this lack of attention to
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students not being required to use their cognitive abilities during lecture. Others
agree that attention capacity can vary depending on students’ motivation to learn
the information presented (1). A passive learning experience allows students
to become uninvolved. Active learning experiences draw students into the
learning process and encourage them to learn the information (6). These learning
experiences prevent students from becoming passive and thus may be responsible
for helping engage students in learning concepts that they may not have been
initially motivated to learn. In essence, the teacher in an active learning process
has involved students in a manner that a passive lecture may not (6).

Other variables affecting student attention can be more personal in nature and
may include lack of sleep, poor nutrition, general health, or complications from
personal relationships, among others. These variables are more individualistic in
nature and harder to measure.

Previously attention lapses were identified by researchers who either observed
or videotaped students during lecture (7). Here the occurrence of attention lapses
were determined by observing a student’s facial expressions. A possible threat to
the validity of this approach is the fact that the student’s facial expression may
not be a true reflection of an attention lapse. Student input in the determination
of attention lapses is crucial. Measuring student attention lapses must include
accurate identification of lapses. In addition the measurement technique should
include unobtrusive methods of data collection and data measured over an
extended period of time, occasions, and with different teaching pedagogies. Such
parameters call for new methods of data collection using more automated systems
so that multiple data points can be recorded with minimal interference to the
learning process.

Development of Questions and Methodology

As teachers we sometimes notice that students do not appear to pay attention
during the entire length of a class. Even as faculty members in a seminar audience
we may find it difficult to pay attention during the entire seminar. Are such lapses
part of human nature? If so, then how often do such attention lapses occur? We
were interested in investigating these questions in regards to students enrolled
in general chemistry classes. We were also interested in investigating whether
the number of student attention lapses is affected by using different teaching
pedagogies within a given class.

A search of the literature produced few studies where student attention lapses
were actually measured but quite a few references where definitive advice was
offered on how to increase student attention during lecture (1, 8). This situation
increased our interest in developing both a way to measure student attention lapses
during a class and the effects of different teaching methods on these lapses. Once
we decided the main focus of our research, we developed the following four main
research questions (9):

1. Does student attention remain constant during a general chemistry class?
2. Are there differences in the length of attention lapses reported?
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3. Is there a difference in student attention during different teaching
pedagogies within a given class?

4. Is there a difference in student attention during the beginning, middle or
end of a class?

Although we were satisfied with our progress in developing the research
questions to this point, it soon became obvious that a number of decisions
regarding the research project were in order. These decisions included developing
operational definitions of parameters involved in this study. To develop valid
terminology that students could relate to, we invited general chemistry students to
meet with us and discuss their understanding of the descriptions we would later
use to describe our study to the students in the study. As a result of this meeting,
we learned that the term “attention lapse” was not as effective in communicating
our plan to students as was the phrase “zoning out”. The students we interviewed
also discussed what might constitute short, medium or long lapses of attention in
a class. This discussion helped insure that the student directions we wrote for the
study would be better understood by the student participants.

We realized too, that we needed to differentiate among commonly used terms
such as “lecture”, “lecture segment”, “class”, and “course” for this study. Although
these terms are sometimes used interchangeably in casual conversation, in our
experiment, they had specific and unique meanings. We recognized the need to
be consistent in our use of these operationally defined terms. Our operational
definitions for these terms are presented here (9):

Lecture: traditional pedagogical approach involving the teacher presenting
information to an audience. The flow of information proceeds from
teacher to student.

Lecture segment: portion of the class devoted to lecture pedagogy.
Demonstration: use of chemicals or models to present a visual presentation

of the chemistry concept being presented.
ClickerQuestion: ConcepTests (10) presented electronically through the use

of personal response devices.
Class: the full length teaching session. In this study, all classes had a duration

of 50 minutes.
Course: the semester-long curricula, which for this research included general

chemistry for engineering students; general, organic and biochemistry for
nursing students; and chemistry for nonscience majors.

Pedagogical approach: any unique presentation or interaction between
teacher and student during a class. Typical examples include
lecture, demonstration, clicker questions, working in student
groups/pairs, inclusion of real world applications, personal vignettes, or
announcements.
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Sample

To increase the generalizability of the study, we decided to sample a range
of general chemistry courses including general chemistry courses for engineering,
nursing and nonscience majors. In our institution, these three populations have
separate general chemistry courses which we will refer to as Chem I (engineering
students) (n= 74); Chem II (nursing students) (n= 68); and Chem III (nonscience
majors) (n= 44). Including all three of these courses in our research had the added
advantage of using courses taught by more than one teacher. Chem I was taught
by teacher A and teacher B taught both Chem II and Chem III. The research idea
was presented to the two teachers and their cooperation was secured.

Institutional Review Board (IRB)

All research involving human participation is required to be reviewed and
approved by an Institutional Review Board (IRB). Research is judged as being
either exempt or nonexempt from the full IRB committee review according to the
guidelines set by the National Institutes of Health. Our research was determined
to be exempt because only normal educational practices were employed in the
study and no student was identified through the collection and reporting of data.
Another key element of our exempt status was that all participation was voluntary
and participant identity was not revealed to the teachers in the study.

Methodology and Data Collection

Personal Response Devices (Clickers)

In an effort to measure self-reported student attention lapses during class over
an extended period of time, a data collection process was devised that would cause
minimal disruption in each of the courses. Our familiarity with personal response
devices (clickers), led us to the idea that students’ reports of attention lapses could
be collected through the use of a dedicated class set of clickers

A research proposal was submitted to the clicker company who agreed to
a no cost one-semester loan of a class set of clickers plus a radio frequency
receiver for use in this study. Responses from these clickers were recorded by a
receiver on a laptop tablet PC in the back of the room. This tablet PC was also
used by the researchers to record different pedagogies used by the teacher during
each class. Student clicker responses were surveyed every 30 seconds by setting
up a PowerPoint presentation on the tablet PC that automatically advanced a
PowerPoint slide every 30 seconds. Changes in teaching pedagogy were recorded
with the tablet PC stylus on the appropriate slide in that PowerPoint file.

In two of the courses studied, students owned a personal clicker and used it
regularly in class. In the third course, students did not own personal clickers. All
three courses were provided with a set of clickers on lanyards for this research
study. Students used the lanyard clickers exclusively to record attention lapses.
This class set of lanyard clickers was distributed at the beginning and collected at
the end of each class.
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Directions to Students

Students were instructed to select Button #1 on the lanyard clicker if they
believed their attention lapse was 1 minute or less; Button #2 if the lapse was 2
to 3 minutes and Button #3 if the lapse was 5 minutes or more. To help students
understand what typical lapses of these durations might be, examples of each type
of attention lapse were suggested. These suggested attention lapses were based on
examples that the students we consulted at the beginning of the project provided.
For example, Button #1 (lapse of 1 minute or less) might include looking at a
clock/watch, reading a text message, or daydreaming. Button #2 (2 to 3 minute
lapse) might be typing a response to a text message. Button #3 (5 minutes or more)
might include working on assignments for other classes or falling asleep.

Students were reminded in class on a regular basis to use their lanyard clickers
to record attention lapses when they occurred. Reminders were delivered verbally
when clickers were handed out at the beginning of class, by the instructor during
class, or as a footnote on the teacher’s PowerPoint slides used in class.

Identifying Teaching Pedagogies

Inter-rater reliability was calculated on the start time and duration of the
different pedagogies used during the class. The use of several identifiable
pedagogies within a single class period resulted in a class being divided into
pedagogical segments. For example, a single class could contain several segments
of different pedagogies including multiple segments of a specific pedagogy.
During the first week of data collection, inter-rater reliability did not meet
acceptable research standards. Meetings were held with the researchers to review
what constituted a pedagogical change. This resulted in an acceptable inter-rater
reliability statistic during the remaining data collection.

Other Variables

In two of the three courses (Chem II (nursing) and Chem III (nonscience)),
data on additional variables were collected. In these courses, students routinely
completed a diagnostic test of logical thinking called the Group Assessment
of Logical Thinking (GALT) test during the first two weeks of the course (11).
The GALT is a 12-question Piagetian test that measures students’ use of logical
thinking. The GALT test was delivered electronically in this experiment. The
possible scores range from 0 to 12, and for 10 of the 12 questions include the
selection of a correct answer and a correct reason for that answer. The last two
questions involve the ability to group variables. Student GALT scores were
graphed and natural breaks in the score distribution were used to establish low
(1-6), medium (7-9), and high (10-12) GALT scores.

In these same two courses (Chem II (nursing) and Chem III (nonscience)),
final course averages were used as indicators of achievement. Student averages
were graphed and natural breaks in the distribution were used to establish low
(0-75%), medium (76%-85%), and high (86%-100%) achievement scores. Gender
was also noted in these two courses.
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GALT, gender and achievement could not be used for the third course (Chem
I (engineering)) because clicker use in this course was not part of the regular
teaching scheme and no clickers were registered to any particular student. Thus,
identifying data could not be recorded and specific students could not be tracked.

Timeline

Data were collected in each course three days a week for 6 weeks. Data from
the first two weeks of the experiment were used in a formative manner to both
help refine the methodology and familiarize students with the use of clickers. The
remaining 4 weeks of data collection were used in the analysis.

Data Analysis
Data Reduction

Data collected on some days were eliminated from the analysis due to
incomplete data sets. This was a result of the teacher scheduling short lab
experiences during class, use of group worksheets, or researcher error in data
collection on that day. The long data collection time period of this research helped
ensure that such glitches did not seriously affect the integrity of the data.

This particular experimental design provided a relatively large data set.
Although this was a plus, it also meant that we had a large, almost overwhelming
data set to analyze. As in most experiments, a method had to be devised to
reduce the data in a way that was in accord with the prerequisites of the statistical
methods used. Data reduction involved refinement of research questions and the
definition of conditions under which these questions were addressed.

To start the data reduction process, we reviewed the number and frequency of
pedagogies used in the three courses of this study. We documented fourteen types
of pedagogies and made the decision to analyze only the three most frequently
used pedagogies. These three pedagogies common to at least two of the three
courses were lecture, clicker questions, and demonstrations. Since students
recorded more than one response per class over multiple days, the appropriate
statistic to analyze these data is a repeated-measures ANOVA (12). This statistical
procedure is predicated on the analysis of equal segment lengths. The longest
common segment of lecture, clicker question session, or demonstration that was
common to all classes within a course was chosen as the unit of analysis. When
different pedagogies were compared to lecture segments, a new common segment
length for both the pedagogy and lecture segment was established as the unit for
that analysis. An in-depth discussion of the analyses used in this study can be
found in Bunce, et al (9).

Refining the Research Questions

Once we looked at the data initially, we developed additional questions we
could ask of the data. This led us to a series of subquestions that could be addressed
through the statistical procedures we would use. The additional questions that we
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asked of the data in relation to the four general questions are in bold face and
included in the following (9):

1. Does student attention remain constant during a general chemistry class?
a. Is this attention different for different gender, GALT or

achievement levels?

2. Are there differences in the length of attention declines reported?

3. Is there a difference in student attention during different teaching
pedagogies within a class?
a. Does the use of different pedagogies affect the attention lapses

reported during subsequent pedagogies?

4. Is there a difference in student attention during the beginning, middle or
end of a class?
a. Is there a difference in the number of short, medium and long

duration attention lapses during short, medium, and long lecture
segments?

Checking Assumptions of Statistical Procedures

If statistical procedures are used without first checking that the data do not
violate the assumptions of the statistical procedure, misleading interpretations of
the statistic can result. Violation of assumptions for a statistical procedure can
range from a minimal effect on interpretations of results to the fact that the data
may not be appropriate for a given statistic. Good practice requires that researchers
be aware of violations of assumptions if present and either choose a different
statistic or modify their conclusions accordingly.

In this experiment, the choice of the repeated measures ANOVA required
checking the following data assumptions: 1) independence of observations; 2)
normal distribution of data; and 3) homogeneity of variance (12). Our data set met
all three assumptions as described in Bunce, et al (9).

Results and Conclusions

The results presented here are a summary of those reported in Bunce et al. (9).
Repeated measures ANOVAs were used to address the questions we investigated
as follows (9):
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1. Does student attention remain constant during a general chemistry class?

The three repeated measures ANOVAs (one for each course, Chem I
(engineering), Chem II (nursing), and Chem III (nonscience)) produced the
following results presented in Table I:

Table I. Student Reported Attention Lapses During Class

Course F (df)a Significance

Chem I (engineering) 1.22 (26, 2863) 0.205

Chem II (nursing) 1.60 (19, 1313) 0.047

Chem III (nonscience) 0.86 (9, 641) 0.571
a Degrees of freedom reflect the number of student responses over the course of the
experiment and not the number of students enrolled in the course. Bolded value is
significant at p<0.05.

The results show that there is a significant difference in self-reported student
attention lapses during a class in only one course (Chem II (nursing)). This
result may be due to the fact that the largest student participation occurred in
this course compared to the others. Chem II had an average daily participation
of 56% compared to Chem I (engineering) of 23% and Chem III (nonscience) of
27%. This significant result in Chem II can be interpreted as showing that there
is a fluctuation between attention and attention lapse during the class.

1a. Is there an interaction between student attention and each of the following:
gender, GALT and achievement?

In this study, the one course (Chem II (nursing)) that demonstrated a
significant effect and which had the largest student participation was further
analyzed for interaction effects with gender, GALT and achievement. The results
indicate that there is no significant difference between male and female reports
of attention lapses in Chem II, F(1,49)=0.01, p=0.917. When GALT is used as
a control variable, there is no significant difference in the reporting of attention
lapses among low, medium, and high GALT groups for Chem II, F(2,49) = 1.02,
p=0.369. When achievement is entered as a control variable, no significant
difference in self-reported attention lapses was found among low, medium, and
high achieving groups for Chem II, F(2,49)=2.21, p=0.121. These results suggest
that attention lapses are independent of gender, GALT level, or achievement for
this course.

2. Are there differences in the length of attention declines reported?

Since Chem II (nursing) was the only course that showed significant
differences in the overall reporting of attention lapses throughout lecture segments,
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only data from this course was used to investigate the question regarding length
of lapses. Students registered differing lengths of attention lapses by pressing one
of three buttons on their research lanyard clickers. A repeated-measures ANOVA
was used to compare the means of these responses of different attention lapse
length. The results indicate that the shortest attention lapse (1 minute or less) was
reported by students at a significantly higher rate than the medium (2-3 minute)
and long lengths (5 minutes or longer), (F(4,324)=8.30, p=0.000). This suggests
that the most prevalently reported attention lapse is of short duration (1 minute
or less).

3. Is there a difference in student attention during different teaching
pedagogies within a class?

To analyze this question using a repeated measures ANOVA, students’
reporting of attention lapses during student-centered pedagogies (demonstrations
and clicker questions) were compared to their reporting of attention lapses
during lecture segments within the same class. The pedagogies used in each
course are presented in Table II. In one of the courses, Chem III (nonscience),
all three pedagogies (lecture, demonstration and clicker questions) were used
by the teacher. In Chem I (engineering), the teacher used only lectures and
demonstrations, and in Chem II (nursing), the teacher used lectures and clicker
questions. This resulted in analyses of only one student-centered pedagogy
(demonstration or clicker question) for Chem I (engineering) and Chem II
(nursing) compared to lecture segments. In Chem III (nonscience) both
demonstrations and clicker question pedagogies were compared to lecture
segments.

Table II. Pedagogies Used in Each Coursea

Lecture Clicker Questions Demonstrations

Chem I x x

Chem II x x

Chem III x x x

a Reprinted with permission from Bunce, D. M.; Flens, E. A.; Neiles, K. Y. How long can
students pay attention in class? A study of student attention decline using clickers. Journal
of Chemical Education, 2010, 87 (12), 1438-1443. Copyright 2011, American Chemical
Society.

In Chem II (nursing) and Chem III (nonscience), the effect of the clicker
pedagogy was significant (Chem II (nursing), F(1,67)=26.71, p=0.000, and Chem
III (nonscience), F(1,67)=6.93, p=0.011). In Chem I (engineering) and Chem III
(nonscience), the effect of the demonstration pedagogy was significant (Chem I
(engineering), F(1,86)=7.22, p=0.009 and Chem III (nonscience), F(1,67)=5.46,
p=0.022). These results indicate that the use of student-centered pedagogies
(demonstration or clicker questions) significantly reduces the number of attention
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lapses reported by students when compared to the number of lapses reported
during lecture segments.

3a. Does the use of student-centered pedagogies affect attention lapses during
subsequent lecture segments?

To address this question, only portions of lecture segments both before and
after student-centered pedagogies (demonstrations or clicker questions) were
used in the analysis. Lecture segments had to be equivalent in length to that
of the student-centered pedagogy to satisfy the prerequisites of the statistic. A
repeated measures ANOVA was used in this analysis. In Chem II (nursing) where
clicker questions were used, a significant decrease in the number of attention
lapses was reported in lecture segments that occurred after versus before the
use of a clicker question (F(1,66)=8.70, p=0.004). In Chem III (nonscience)
where demonstrations were used, a significant decrease in the number of reported
attention lapses was also found in lecture segments that occurred after versus
before a demonstration (F(1,64)=4.25, p=0.043). These results indicate that the
use of student-centered pedagogies decreases the number of reported attention
lapses not only during the pedagogy itself, but also in lecture segments that
immediately follow the student-centered pedagogy compared to those in the
lecture segments prior to the examined pedagogy.

4. Is there a difference in student attention within a lecture segment at the
beginning, middle or end of a class?

In Chem II (nursing), a repeated measures ANOVA showed an overall
significant difference in the reporting of attention lapses in the lecture segments
at the beginning, middle and end of class (F(2,324)=12.78, p=0.000). A post hoc
analysis indicated a significant difference between the beginning and middle of a
class with a significantly higher number of attention lapses reported during the
middle of a class. A similar effect is seen between attention lapses reported in the
lecture segments in the middle vs. the end of a class though it is not a significant
difference. This is interpreted as the middle part of a class having a significantly
higher number of self-reported attention lapses than a lecture segment at the
beginning of a class.

4a. Is there a difference in the length of self-reported attention lapses during
lectures of differing lengths?

In Chem II (nursing), the length of student reported attention lapses was
compared within lectures of differing length. This analysis investigated whether
the length of attention lapse was affected by the length of the lecture segment.
The results of this analysis are presented in Table III. Overall, there is a significant
difference in the length of attention lapses reported in lecture segments of varying
lengths (F(4,324)=8.30, p=0.000). Due to the small n and the large number
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of possible comparisons which would result in a high Type I error, post hoc
analysis was not pursued. Based on the means of attention lapses in lectures of
varying lengths, the trend appears to show that short attention lapses are the most
prevalent type of attention lapse in lectures of different lengths. Together with the
previous analysis that showed a significantly higher occurrence of short attention
lapses throughout the length of an entire class, this result showing a trend for
short attention lapses during lecture segments of varying lengths appears valid.

Table III. Difference in the Length of Attention Decline in Short, Medium,
and Long Lectures in Chem II (Nursing)

Length of
lecture

Length of
attention declinea

Mean F
(4,324)

Sig.

1 1.62 8.30 0.000

2 0.41

Short

3 0.09

1 5.18

2 1.65

Medium

3 0.63

1 3.23

2 1.12

Long

3 0.59
a Length of attention decline: 1=1 minute or less; 2=2-3 minutes; 3=5 minutes or more
Bolded value is significant at p<0.05.

Discussion of Results

In general, the analysis of the data was limited to one course (Chem II
nursing) that showed a significant overall effect for attention lapses over time (9).
This was also the course with the highest daily average participation. Similar
but nonsignificant trends were also evident in the two other courses Chem l
(engineering) and Chem III (nonscience).

Limiting the discussion to Chem II (nursing), we see that student attention
fluctuates over time during the length of a typical class. This fluctuation peaks
with the largest number of self-reported attention lapses typically occurring during
the middle of the class. The peak during the middle of class is significantly higher
than self-reported attention lapses at the beginning. Based on this result, teachers
should be aware that student attention lapses are most likely to occur during the
middle of a class and plan to re-engage students at this point.

Within a lecture segment, the majority of self-reported attention lapses were
characterized by students as short duration (1 minute or less) regardless of the
length of the lecture segment studied. This means that when students experience
attention lapses, these lapses are likely to be short and students should be able to

62

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
00

5

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



reestablish their attention quickly. Since students operate individually in terms of
their pattern of attention and attention lapses, a teacher is faced with some students
being engaged at a given moment and others who are not. Teachers may not be
aware of the attention and attention lapse cycle of the students in the class because
they may be focusing on only those students who appear to be fully engaged or
non-engaged in the lecture at any one time.

When gender, GALT (logical reasoning ability) level and achievement
variables are investigated for two courses (Chem II (nursing) and Chem III
(nonscience)), none of these three variables significantly affects the reported
attention lapses. For example, women do not report more or fewer attention lapses
than men at any given time within a lecture segment. Students who perform
at a low GALT (logical reasoning ability) level do not report a significantly
different number of attention lapses than students who perform at a high or middle
GALT level. This is also true for students of differing achievement levels. All
students regardless of gender, logical reasoning ability, and achievement report
comparable number of attention lapses during lecture segments.

In the analysis concerning the use of different teaching pedagogies
(demonstrations and clicker questions), data from all three courses were used.
Here, self-reported attention lapses for the two student-centered pedagogies
compared to lecture segments of comparable length, are significantly fewer
than during lecture segments. This significant reduction in the number of
attention lapses is still evident in lecture segments that follow the use of these
pedagogies. This suggests that these alternatives to lecture (demonstration and
clicker questions) are more successful at engaging students and reducing the
occurrence of attention lapses. This positive effect carries over to subsequent
lecture segments. Teachers who use a variety of student centered pedagogies
during a given class could expect increased student attention overall.

The Review Process

No matter how perfect a manuscript appears to the authors when submitted
for publication, objective reviewers are often able to point out inconsistencies or
deficiencies in the manuscript. Authors very often are resistant to these critiques
but if a manuscript is not able to convey a complete and convincing scenario to
someone not directly involved in the research, then there is room for improvement.
Knowing how to interpret and respond to such reviews is an important learning
process for the researcher.

In this manuscript, the description of the analysis and results was complex.
The reviewers asked pointed questions that helped us understand where we were
losing the reader. We were able to develop a more expanded description of what
we did statistically and explain it so that someone not familiar with the statistics
used could better understand the analysis. The data reduction process in the
originally submitted manuscript was one area that also needed more explanation.
In the methodology section, we had to more fully explain our method of data
collection that used research clickers and a receiver to collect data automatically
every 30 seconds within a PowerPoint framework. Questions concerning the
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reported percentage of student responses also required more clarification. The
usual formatting and overlooked grammatical errors were included in the reviews.
Although seemingly painful to construct, the resulting revised manuscript was
considered an improvement by the authors as well as the reviewers.

Published reports of research may present a polished, coherent picture
executed through a series of seemingly sequential steps. The reality of doing
research from conception, data collection, analysis, submission, revision and
ultimately to publication do not always follow such a direct path. New researchers
may feel that they are not successful when their research does not seem to follow
a direct path. In reality, very few people’s research does. The secret to becoming
a successful researcher is to keep trying and learn something new with each turn
in the road to completing and publishing research.
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Chapter 6

Teaching Chemistry with Visualizations:
What’s the Research Evidence?

Vickie M. Williamson*

Texas A & M University, College Station, TX 77843-3255
*E-mail: williamson@tamu.edu

The use of visualization techniques to teach chemistry has
been touted in the literature, with the idea that these techniques
promote the formation of mental images in students, which
depict particle behavior during chemical processes and help
better connect the macroscopic and particulate natures of
chemical phenomena. However, a number of myths or
misconceptions concerning the use of visualizations in the
classroom exist. These myths or misconceptions can prevent
instructors from using visualization techniques. This chapter
seeks to provide evidence concerning these myths, so that
instructors can knowledgeably plan to integrate visualizations
into their courses.

Background

A visualization can be defined as: “1. the creation of a clear picture of
something in the mind, 2. a clear picture of something created in the mind, or 3. a
technique whereby somebody creates a vivid positive mental picture of something
such as a desired outcome to a problem” (1). In chemistry, mental pictures
or visualizations of particle behavior are required for students to understand
particle behavior. Understanding particle behavior is one of the three basic
components of chemistry, as described by Johnstone (2). Johnstone’s components
of chemistry include the macroscopic representation (observations that can be
made with the human eye, such as in the laboratory or everyday life), the symbolic
representation (chemical and mathematical symbols to represent the phenomena),
and the submicroscopic representation (particles or atoms and molecules) (2).
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It is expected that chemists or experts can effortlessly move among these three
representations of a chemical phenomenon in their thinking.

Some researchers have found that student misconceptions of chemistry can
be attributed to students’ inability to visualize particle behavior (e.g., (3–5)).
These misconception findings were followed by studies that investigated various
techniques to help students visualize particles. These techniques will be described
in the following section. So, what can we do as the instructor to encourage our
students to visualize particle behavior?

What type of visualization will work in the classroom?

Some instructors are not aware of the wealth of literature concerning various
visualizations techniques. In their synopsis of the literature, Williamson and Jose
(6) outlined six general techniques to promote visualization of particles in students’
mental models. These included the use of physical models, role-playing, fixed
computer models, dynamic computer models or animations, student-generated
drawings or animations, and interactive computer models/animations. Each will
be described below, along with literature examples.

Benefits from the use of physical models have been long accepted in
chemistry. Talley (7) found that freshman college students who used ball-and-stick
models throughout the semester were better able to visualize chemical concepts,
transfer particulate understanding, and perform better on general chemistry
assessments requiring critical thinking. Talley advocated using models throughout
the semester to show both structure and interactions. While instructor-built
models may be fine to start with, the consensus is that students need to build their
own models (e.g., (7–10)). Wu and Shah (8) concluded in their review of the
literature that students who watched teacher demonstrations with concrete models
were able to better visualize molecules, but that it was crucial for students to
manipulate the models themselves in order to better solve chemistry problems and
better represent chemical concepts as particles or symbols. Nicoll (9) reported
success using Play-Doh to model molecules and proposed that traditional model
kits may lead students to correct geometries, but limit other aspects that students
may show like bond length or lone pairs. Other things like gumdrops, raisins, and
marshmallows with toothpicks or magnets on a metal surface have also been used.
No matter the medium used, students should be allowed to rotate the models in
order to see the angles and any changes in the model during a chemical process
thus promoting connections between the model and chemical processes (7–10).

Role-playing is an activity where the students are asked to portray atoms
or molecules. While some evidence exists that role-playing is helpful to
understanding, it has not been as thoroughly investigated; perhaps because it is
not a technique that some instructors feel match their teaching style. Battino (11)
describes role-playing in his college class as a participatory demonstration, which
leads students to quickly understand abstract concepts and actually saves lecture
time. Lerman (12) describes increased student interest and retention through the
use of projects that allow students to role-play chemical processes. Concerns
include the facility space required and whether students will participate. Battino
(11) cited a minimum of 10 x 20 ft space needed for a large lecture class and that
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positive reinforcement would keep students participating throughout the course.
Further, multiple uses of role-playing throughout the course are required (11, 12).

Fixed computer models include those programs that allow a student to view
and perhaps rotate a computer depiction of a molecule with fixed coordinates.
This type of visualization technique can be achieved using a number of programs
(e.g., Spartan, ChemBioDraw, or jmol). Barnea and Dori (13) found that high
school students who used the computer models had greater improvement in
their understanding of structure and bonding, along with their spatial ability
than students who simply built ball-and-stick models. In an organic chemistry
unit, Dori and Barak (14) found that using a fixed computer-modeling program
was significantly better than a teacher demonstrating the ball-and-stick models.
Students in the computer group were able to generate better explanations of
molecular structure. The hard copy version of fixed computer models involves the
use of static pictures of particles. During three two-week topics of study, Bunce
and Gabel (15) reported that teaching with static representations of molecules,
along with macroscopic and symbolic representations, resulted in significantly
higher problem solving than the control group, which did not have the particulate
representations. Gender effects also were seen in this large study. Females taught
with the particulate representations scored statistically equilvalent to the males,
while females in the control group scored significantly lower than the males.
The achievement of males did not seem to be affected by teaching with static
paper-and-pencil particulate representations. With fixed computer models (or
static particle pictures), students are not allowed to show their own understanding
of the concepts at the particulate level, as the drawings are preset whether on
the paper or in the computer program. In the case of most computer programs,
students can, at most, only rotate a molecule with preset angles. See Figure 1 for
an example of a fixed computer model.

Figure 1. The SF4 molecule in J-Mol.

Dynamic particulate computer models or animations show a series of images
to depict motion. These animations are movies that can be projected during lecture
or viewed on the students’ computers. The benefits of animations over static
pictures are thought to be that animations prompt the formation of dynamic mental
models (e.g., (16, 17)). Animations are the most widely used of the six methods
discussed here. As a result, many of the myths held by instructors deal with the
use of animations. When later discussing these myths, the chapter will present
research findings concerning animations.
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Student-generated drawings or animations help to expose the mental models
that students hold of particle behavior (18–20). Asking a student to create a
drawing helps to elicit the student’s mental model on paper of the chemical
behavior, and thus can be used to drive the instruction. A number of researchers
have used these drawings to gage student understanding (18–20). Benefits from
student-generated animations have been reported from low-tech methods, such
as the creation of a flipbook or a set of storyboards (21) to higher-tech methods,
such as the creation of a computer animation (22). The free ChemSense program
(22) (available at http://chemsense.org) was developed for use in accessing
understanding and is easy for both instructors and students to use. See Figure 2
for an image of the ChemSense Animator. More professional software programs
tend to have steep learning curves that limit their usefulness with beginning
chemistry classes. A few studies have investigated student-generated drawings vs.
student-generated animations. At least one study found no significant differences
in understanding gains from using storyboards vs. the creation of computer
animations with college chemistry students on a two-week unit on equilibrium
(23). The concern with student-generated drawings or animations is that even
with the use of a good rubric, these visualizations are difficult for the instructor to
evaluate.

Figure 2. ChemSense Animator.
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Interactive computer animations allow students to control the variables that
direct the action of particles on the screen. During an NSF workshop, experts
in the field called for the classroom use of regular animations to demonstrate
particulate behavior. They also called for the use of interactive computer
animations or models, which allows students to modify the action of particles
(24). Laboratory simulations at the macroscopic level where students control
the variables may be interactive, but are not necessarily tied to the particulate
level. Some interactive models begin as a laboratory simulation, and then switch
to a particulate-level view of the phenomena. This is a fairly new technique, so
although there are announcements of these computer applications/programs in the
literature, little research has been done to test their effectiveness. For example,
Abraham, Gelder, and Haines (25) report that their gas law interactive simulation
provides a particle-level view with a graphical display and variables which
are controlled by the student and can be used to collect data for inquiry-based
investigations. The authors are working on other simulations and evaluation of
their inquiry activities using the simulations. See Figure 3 for an example.

Figure 3. Interactive Computer Animation (screenshot accessed June 2011 from
http://genchem1.chem.okstate.edu/CCLI/Startup.html).

In summary, physical models, role-playing, fixed computer models, dynamic
computer models or animations, student-generated drawings or animations,
and interactive computer models/animations are techniques that can be used to
promote visualization of particles in students’ mental models. In the previous
discussion of these six general techniques summarized from the literature (6), only
representative studies from the existing literature were cited. There are several
literature reviews in this area that an interested reader should consider. Hoffler
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and Leutner (26) in their meta-analysis of 26 studies from many disciplines
concluded that there was a medium sized advantage for instructional animations
over static pictures. Considering visualization specifically in science education,
a volume edited by Gilbert (27) and a second edited by Gilbert, Reiner, and
Nakhleh (28) provide a good discussion of the roles of models and visualizations
in instruction along with the underlying cognitive theory. In their review of the
literature, Wu and Shah (8) focused on chemistry learning by examining three
types of studies including: correlation studies of spatial ability and chemistry
learning; student problems in understanding visual representations in chemistry;
and visualization tools to help students with these problems. Finally, a volume
edited by Gilbert and Treagust (29) focuses on chemical education and the issues
encountered when multiple representations are used in the discipline.

Theoretically, why should these visualization techniques help understanding?

From a constructivist perspective, learning is an active process in which an
individual constructs meaning from his/her experiences by linking new knowledge
to existing conceptual frameworks (30). Johnson-Laird (31) proposes that our
knowledge lies in our ability to construct mental models from our conceptual
frameworks, as it is with these mental models that we can reason. Therefore, when
students form particulate mental models, as they purportedly do with visualization
techniques, the students should be able to reason about particulate behavior. This
would explain the increase in conceptual understanding that many studies report
when visualization techniques are used.

Myths

A number of myths or misconceptions exist concerning using visualization
techniques in the classroom. These myths can prevent an instructor from using
visualization techniques. This chapter will present the most common myths or
objections to using visualizations, followed by research findings. While this is not
an exhaustive list, hopefully, it will aid instructors.

Myth #1: Animations take too much time from lecture.

Many instructors feel that they have a hard enough time covering the required
topics without the insertion of additional techniques. The objection that animations
will take too much time from the lecture portion of the class is often raised. This
is counter to the findings in this area.

Williamson and Abraham (16) used computer animations with first-semester
college chemistry students during two-week courses of study. Students in the
control group had the same instructor and saw static overheads with verbal
descriptions of the same chemical phenomena. Students in the lecture treatment
group saw animations during lecture with the instructor pointing out the important
features. One to two of these short (1—2.5 minutes) silent animations were used
daily. The researchers felt that the lecture treatment might not contain enough
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treatment time to be able to detect any effects, so a second treatment group was
added. Students in the computer laboratory treatment group saw the animations
during lecture with the lecture treatment group, but also saw the same animations
during a weekly one-hour computer laboratory session. During the computer
laboratory session, students could repeatedly play the animations and were
required to complete a worksheet containing questions about the animations (e.g.,
How many molecules are on the screen?) and the chemistry phenomena (e.g.,
What happens to the volume of the gas as temperature increases?).

This process was completed for one two-week unit of study (Gases, Liquids,
and Solids), and thenwas repeated after a two-week interval for a second two-week
unit (Reaction Chemistry). This second unit was used because the researchers felt
that the animations shown in the course might be such a novelty that students
would pay more attention strictly due to the novelty. It was possible that results
from the first unit would not be repeated in subsequent units once the novelty was
over (the Hawthorne Effect). Results, however, were the same for both units of
study. Student attendance was also recorded, as subjects used in the study could
only miss one lecture in the two-week period.

The researchers found that there were no differences between the lecture
treatment and the computer laboratory treatment on any measure. There was
also no difference in any of the three groups on their mathematical, algorithmic
examination items or on any attitudinal measure. The researchers found that
the groups had no significant differences in their logical reasoning ability
(proportions, combinations, correlations, control of variables, and probability) as
measured by the Test of Logical Thinking (TOLT) (32). In the original article (32),
a TOLT mean of 4.4 out of 10 was reported for 247 college science students. The
TOLT in the Williamson & Abraham study (16) was higher and explained 19-27
percent of a conceptual understanding score, indicating that the effects of the
TOLT score should be removed (co-varied) from the conceptual score to properly
evaluate the treatment. Both treatment groups significantly outperformed the
control group on a conceptual test of particle behavior (PNMET) even though the
test items did NOT include the exact chemical systems as those in the animations
The PNMET contained both new items and items drawn from other researchers
(4, 33, 34). For this conceptual test, students in either treatment group scored
about 1/2 a standard deviation higher that the control group (effect sizes of
0.53-0.59 were found). Researchers attributed the results to the consistent use of
the short animations, the topics used in the study, and the higher TOLT scores of
the students in this study compared to those in the original Tobin and Capie (32)
article. The findings seem to indicate that particulate animations produced better
transfer of particulate behavior understanding, probably due to the formation of
dynamic, more expert-like mental models of the particles rather than the static
images generated from overheads. Thus a lot of benefits resulted from a few
minutes of class time.

Others have found similar results. For example: Yezierski and Birk (35) used
four animations of water, each without a soundtrack, with students from eighth-
grade to college level. The control group completed and discussed a worksheet
with questions about the particulate nature of matter, while the treatment group
spent the same time (25 minutes) viewing and discussing four short animations,
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the last of which was about 32 seconds long. Three weeks before the study, a
conceptual pre-test was given. The same instrument was used as a post-test about
a week after the intervention. Results showed significant improvement in the
conceptual test for the animation group. Additionally, the pre-test conceptual test
showed a difference in gender, with a preference for males, which was not evident
in the post-test. This treatment closed the gender gap for their subjects. The
authors cautioned that the treatment in this study involved more than just showing
the animations; students were given time to discuss, question, and interpret the
animations.

Likewise, Sanger, et al. (36) found in their study of 210 second-semester
general chemistry students that viewing a 5-10 minute animation significantly
improved their score on the particulate post-test question from that of their pre-
test. Students also were asked whether any of the particles in the animation were
moving differently than they expected and to explain the response they gave on
the post-test. Viewing the animation resulted in significantly more correct answers
on the post-test than the static drawings in the pre-test. Additionally, 94% of the
students who answered the question correctly on the pre-test did not change their
response to an incorrect option after viewing the animation.

Thus, for the instructor worried about the possible loss of instructional
time, the previously discussed literature shows that short duration, particulate
animations are effective. This means that only a few minutes of the class period
are needed to add animations into the normal instructional sequence. Burke,
Greenbowe, and Windschitl (37) list short time duration as the first in their list of
characteristics for effective instructional animation sequences. Thus, instructors
need not worry about the use of visualization techniques inherently resulting in
an appreciable loss of instruction time. However, the studies described here give
rise to another myth dealing with how animations should be used in class.

Myth #2: You can simply show animated sequences intermittently
throughout the course.

This myth involves how to incorporate animations into instruction and how
often to use them. Some instructors do use animations in class, but they simply
play them for students with no other reference to the animation or its content.
Others assign students to watch animations as homework, but never refer to them
again. In some classrooms, particle-level animations are only used once or twice
during the term.

Animations, like any other technique, are not used best in isolation. The role
of an instructor is to help students make connections between the content in the
course. The content in animations is no exception. Some researchers advocate
that animations must be used in conjunction with:

• discussion to allow students to interpret the animations and to relate the
animations to macroscopic chemistry behavior (19, 35, 38)

• active learning strategies (prediction, decision making, assessment with
feedback, inquiry, etc.) (37, 39, 40)

• descriptions of expectations or rationale for responses (36) or
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• demonstrations and symbolic representations (17).

Most researchers believe that frequent, consistent use of particulate
animations is required for maximum benefits. For example, animations were used
during each class for a two-week unit in the Williamson and Abraham (16) study.
Although, Yezierski and Birk (35) used short duration animations in a single
treatment, the authors recommend:

"Particle-level animations should be used frequently in chemistry
classrooms to help students visualize particle-level behavior." (pg 960)

Finally, students will quickly learn to disregard anything that is not valued by
the instructor. Thus, if an instructor values the information in the animation, there
will be assessment items or course points associated with the information. This
can be achieved through participation points, points for the activity, homework, or
examination questions. Sanger (41), who also agrees that particulate animations
should be used consistently, proposes that molecular-level questions should be
used in homework assignments and examinations. For those instructors not
experienced with these conceptual questions about particles, such questions can
be found in the homework problems and ancillary materials for most college-level
textbooks. Additionally, conceptual questions asking students to predict particle
behavior or give reasons for particle behavior can be found on-line from the
Journal of Chemical Education and other sources. Some of these resources
include the following:

• http://www.jce.divched.org/JCEDLib/QBank/collection/ConcepTests/
• http://people.brandeis.edu/~herzfeld/conceptests.html

In summary, it is a myth that instructors can simply show animated sequences
intermittently throughout the course. Instead, particulate animations should be
used consistently throughout the course. Additionally, instructors should consider
using active learning strategies in conjunction with particulate animations. Finally,
the material in animations should be assessed or count for some course points.

Myth #3: It doesn’t matter when you use an animation in the lesson
sequence.

Although frequent, consistent use of animations is recommended, many
instructors have questions about when animations should be incorporated. Since
it is suggested that animations be used in conjunction with other activities, should
the particulate animation come first or last? Does it matter?

Velazquez-Marcano, et al. (42) investigated the benefits of using a
demonstration and a particulate animation with second-semester, college
chemistry students, including if there was a difference due to presentation order.
As the investigators decided what variables to collect, they felt that certain
characteristics of the students might play a role, so demographic data were
collected. Students were asked about their gender, classification in college, grade
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point average, date of birth, and the number of chemistry and physics courses
completed in both college and high school. Past physics courses were deemed
to be important because the content in the study dealt with effusion/diffusion of
fluids (gases and liquids). Since reasoning ability had been a factor in previous
studies (e.g., (16)), investigators also asked students to take the Group Assessment
of Logical Thinking (GALT). This test measures six types of logical thinking:
conservation, control of variables, correlations, proportions, combinations, and
probability (43, 44). Finally, students were also asked "which teaching strategy
would you say you learn best from?" Options were lecture only, laboratory,
demonstration, and animations. All students were first shown two adjoining flasks
and asked to predict what the system would look like when the valve between the
two was opened. They were also asked to give the reason for their prediction.
The prediction was chosen from seven multiple-choice options, while there were
10 multiple-choice options for the reason. All of the multiple-choice options
were generated from pilot studies where students gave free responses. The choice
options used in this study represented the most common answers given in the
pilot studies.

The students were randomly assigned to one of two treatment groups by
the computer. One group of 90 students first saw a video of a demonstration in
which the valve was opened, followed by a particulate animation of the particles
in the flasks (VA group). A second group of 81 students saw the particulate
animation, followed by the demonstration video (AV group). After students
gave a prediction and reason for the static picture of the flasks, they were next
shown the first visualization (either the video or the animation, depending on the
treatment group) and allowed to change their prediction and their reason. Finally,
students were shown the second visualization (either the video or the animation,
depending on the treatment group) and allowed to change their prediction and
their reason. This sequence was repeated 3 times. Initially, students were given
the scenario where NO2 gas was in the bottom flask and a vacuum was in the top
flask (experiment 1). Next liquid water was in the bottom flask, with a vacuum in
the top flask (experiment 2). Finally, there was NO2 gas in the bottom flask and
air in the top flask (experiment 3).

This paper did not analyze the responses from the ten options for the reason
selected by students. Investigators discovered that analysis was almost impossible
due to too many choice options and combinations. A later study was conducted
to look at the reasons. After all the prediction data were analyzed, investigators
found that there was no relationship between the correct predictions of what the
flasks would look like when the valve was opened and any demographic factors
(gender, reasoning ability, etc.). About 40% of the students, said they learned best
from demonstration, about 33% said they learned best from lecture only, about
20% said they learned best with animations, and only about 3-5% preferred the
laboratory. This data concerning teaching strategy preference is confounded by the
uncertainty in how the students interpreted the response choices. Their learning
preferences did not correlate to the correctness of predictions.

The most interesting result from the study was that considering all three
experimental scenarios, the number of correct predictions significantly improved
with the first visualization and significantly improved again with the second
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visualization. The order of the visualizations did not make a difference, but both
were needed to gain the maximum benefit. This seems a bit funny, because when
students in the VA group viewed the video demonstration of the brown NO2
gas and the vacuum, they saw the final result where both flasks were equally
colored. Why didn’t the maximum number of students then change to the correct
prediction? Significantly more students gave the correct prediction after the
particulate animation. Investigators believe that even after seeing a video of
the demonstration some students held tenaciously to their misconceptions when
predicting the outcome and that for some students, the animation was required to
provide an explanation of why the correct prediction should be accepted.

The animation alone was not enough to get the maximum benefit for students
in the AV group. Investigators believe that the particulate animation alone was not
enough to allow students to evoke macroscopic mental models to use in predicting
the macroscopic outcome in the flasks. Again, significant improvement was found
after the video demonstration was viewed. The study showed that both types of
visualizations (a particulate animation and a macroscopic demonstration video)
are needed, but the study did not show any advantage for order.

In a subsequent study by many of the same investigators (45) the choices for
the predictions were limited to five (the top five chosen responses from the original
seven) and the choices for the reason were limited to four (again the four responses
most often given from the original ten). In addition students were allowed to type
in a response if they did not like the four reasons provided. After students gave
the initial prediction from the static drawing of the two flasks, they were shown
the first visualization (either animation or video depending on the treatment) and
afterwards were shown the correct prediction and asked to choose a reason (but
not change their prediction as with the first study). Students were then shown the
second visualization and asked to choose the reason for the action on the screen
again. A different turn in this study was that students were next shown a third
visualization, which was a side-by-side view of the first and second visualization,
and were asked again to choose their reason. This sequence was repeated through
the same three experimental scenarios as in the previous study (NO2 and vacuum;
liquid water and a vacuum; NO2 and air).

The desired outcome was that students would choose particulate-level
explanations of the phenomena. The VA group showed significant improvement
when moving from the video to the animation, while the AV group showed a
significant decrease in 2 of the 3 experiments as they moved from the animation
to the video. This might suggest that students were only giving particulate
answers after the animation. However, when the two groups were compared,
the VA group (n=207) consistently gave significantly more particulate level
responses that did the AV group (n= 249) whether you consider the groups
after their first visualization, after both of their visualizations, or even after the
animation, regardless of the difference in order. This study also showed that the
combination view might have caused some confusion, as it produced a decline
in particulate reasons chosen, perhaps allowing some students to revert back to
their macroscopic explanations. It should be noted that the VA group, while it did
decline with the combination view, was still significantly higher than the AV group
The authors suggest further study into the combination views. This study showed
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that both demonstration videos and particulate animations are needed for students
to choose the maximum particulate explanations of the phenomena, although
putting them side-by-side did not lead to improvement in student responses.
However, order does make a difference. The macroscopic view afforded by the
demonstration videos followed by the particulate animations gave the best results.

Other researchers have called for macroscopic activities first followed by
particulate ones, but few studies have been done in this area. For example:
Russell, et al. (17), when discussing their computer program that contained
macroscopic videos, particulate animations, a graphical display, and appropriate
symbols, suggested that:

"Some instructors, after showing first video only, will show
video-animation, video-graph, and animation-graph to allow class
discussion of the links between these representations and finally all
views together to discuss the advantages and limitations of each
representation." (p 332)

Tasker (40) describes his VisChem learning design as moving from
macroscopic to particulate. He outlines the learning design as beginning with
having the student observe a phenomenon, which is a macroscopic view.
Next the student should be asked to describe and draw a molecular-level
representation, discuss the drawings with peers, and view animations, all of
which are particulate-level representations. He continues the design with asking
the students to reflect on any differences with prior conceptions by comparing
their drawings to the animation and to relate the two. Tasker finishes the learning
design by assessing students’ understanding of chemistry concepts to check for
their adaptation of the views.

In summary of the literature presented behind this myth, it seems that there
may be a preferred order of presentation. While more research needs to be done
in the area, most agree that instructors should begin with the macroscopic view,
then progress to the particulate and symbolic levels of representation. This
order fits with Piagetian ideas that normal movement as we age is from concrete
to more abstract thinking (46). The macroscopic activities like laboratories
or demonstrations are more concrete in nature, while thinking about particle
behavior is more abstract.

Myth #4: Computer-based visualizations are hard to find. (It takes a lot of
time to find the animations that fit lectures.)

Some instructors believe that computer-based visualizations are difficult to
find and that incorporating visualizations of any type into their teaching will
require a lot of preparation time. These ideas are becoming more outdated as
time passes. It is true that a certain amount a preparation time is required. After
a 3-week summer workshop, Williamson, et al. (47) identified five factors when
high school teachers tried to implement molecular visualizations in the classroom.
These factors were both barriers when not present and facilitators when present.
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These included Internet access, computer lab availability, adequate preparation
time, technical support availability, and availability of administrative support.

In order to minimize preparation time, instructors must find the visualizations
that match the learning goals they have for the class, and then instructors must try
these visualizations in their classroom setting. It may be that instructors should
incorporate visualizations into one unit of study at a time. The good news is that
visualizations are now much easier to find through a number of sources, including
some of the resources described below.

A number of publishers offer free ancillaries that include a CD or website
collection of visualizations. Check with the representative of the company
publishing your textbook. Often animations are available from the textbook CD
or website as QuickTime or avi movies. On a number of CD’s if you do not
want to play the animations in the publishers’ interface, the animations will be
available in a file on the CD that is usually entitled "media" or something similar.
Once you drag the desired animation to your desktop, you can rename it and
insert it in a presentation or play it as a stand-alone movie.

The Internet is also a source of free animations. Simply using a search
engine (Google, etc), an instructor can find animations for specific topics. Most
animations can be downloaded onto a personal computer, others have to be played
from the Internet, which will require Internet access in the classroom. Samples
of the websites available are listed below. Collections of animations and other
resources can be found at:

• http://www.merlot.org/merlot/index.htm. Multimedia Educational
Resource for Learning and Online Teaching

• http://www.chemeddl.org/collections/index.html. Chemical Education
Digital Library

• http://www.chem.iastate.edu/group/Greenbowe/sections/projectfolder/
animationsindex.htm. Chemistry experiment simulations, tutorials and
conceptual computer animations from Thomas Greenbowe’s group at
Iowa State

• http://genchem1.chem.okstate.edu/CCLI/Startup.html. Interactive
animations to be used in inquiry activities from John Gelder and Michael
Abraham

• http://www.learningdesigns.uow.edu.au/tools/info/T4/index.html. A
collection by Roy Tasker’s group

Sometimes an instructor cannot find a simple animation that he/she wants
to show. In those cases, simple animations can be produced using the free
ChemSense software, available at http://chemsense.org/. This program is easy to
use and will export animations as QuickTime or XMLmovies. This option should
be used after the other suggestions to find previously developed animations have
not been fruitful. The animations produced with ChemSense are not 3-D or
commercial quality, but they may still serve the instructor’s purpose. Remember
that ChemSense was developed to assess student understanding. There is
commercial software available for developing animations, but these programs
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require a substantial investment of time to learn how to use them, however, your
department may have a graphics staff person who can help.

There are so many visualizations available that often the problem is the time
needed to find the ones that will work for your teaching goals. The best advice is to
start with one unit of study, using the animations throughout the unit in conjunction
with other activities. You can also consider working with a colleague to pool
resources.

Myth #5: I can’t use all types of visualizations, so I can’t use them at all.

Instructors often find that some techniques just do not fit with their teaching
style, so they discount all visualization techniques. Just because an instructor feels
he/she cannot use role-playing, this does not preclude the use of other techniques.
With the knowledge that it is best to use multiple techniques and that recurring use
is needed for maximum benefits, instructors must choose the techniques that work
best for them. It is important to match the concept you are trying to develop, your
learning goals for the class, your teaching style, your class, and your facilities.
For example, the lack of room for role-playing or lack of technology to project
animations can limit the techniques that you can consider.

Myth #6: Visualization techniques don’t cause misconceptions.

It is easy when endorsing something or someone to overlook flaws or
problems. Some instructors enthusiastically use visualization techniques, but
seem oblivious to their limitations or potential for harm. As chemists, we
understand both the benefits and dangers involved in the use of acetone or
benzene. As a result, chemists can avert problems involved with using these
solvents. We must also be aware of the potential dangers with visualization
techniques so we can avert those potential problems as well.

Animations have been found to be the source of misconceptions by a
number of researchers (e.g., (19, 20, 38, 40)). Concerns are that animations with
simplified viewsmay cause misconceptions, while those that are too elaborate may
overwhelm students also causing misconceptions. This is seen if the instructor
has not consistently used animations that are progressively complex. The use of
gradually more complex animations allows students to build their visual literacy
by gradually building mental models. By using some of the techniques that
researchers have suggested in conjunction with animations, instructors can probe
for student interpretation of animations in an effort to minimize misconceptions.

For example: Tasker (40) recommends using his VisChem learning design
where the student moves from the macroscopic to describe and draw a molecular-
level representation, discusses the drawings with peers, and then views animations.
Further, he suggests using animations of the behavior of water, solid salt, and
molten salt prior to using the animation for salt dissolving in water. This will
build a student’s visual literacy, whereas just showing the salt dissolving may
be too complex for students to derive a sound meaning. For these animations,
students would reflect on differences between their drawings and the animations,
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relating both of these to each other and to the macroscopic before they adapt their
understanding.

Summary

Instructors can prudently use visualizations to help their students’
understanding of particle behavior by helping the students form correct mental
models of the phenomena of interest. The use of visualizations can take little class
time, but should be used consistently and in conjunction with other activities,
preferably active learning activities. The content from visualizations must be
important enough to evaluate, and as a result, animations and the concepts they
cover should be included in assessment activities. Animations are perhaps the
most popular type of visualization technique used and can be readily found
from publishers or on the web. It is best to begin a topic with activities that
involve the macroscopic view of the chemical phenomena and then move to the
particulate and symbolic. The instructor must choose the visualization techniques
to incorporate in the classroom that best match his/her goals for the class, teaching
style, facilities, students, and chemistry content. In choosing these techniques
it is important to consider the limits of the visualizations and discuss these with
the class. Hopefully, the information in this chapter has provided evidence to
combat common misconceptions or myths concerning using visualizations in the
classroom, so that instructors can knowledgeably integrate visualizations into
their courses.
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Chapter 7

“These Kids Can’t Do Inquiry,” Another Urban
Legend

Patrick L. Daubenmire,*,1 Donald J. Wink,2 and Adam Tarnoff3

1Department of Chemistry and Center for Science and Math Education,
Loyola University Chicago, Chicago, Illinois 60660

2Departments of Chemistry and Learning Sciences,
University of Illinois at Chicago (UIC), Chicago, Illinois 60607

3Department of Education, Adler Planetarium, Chicago, Illinois 60605
*E-mail: pdauben@luc.edu

“These kids can’t do inquiry.” This claim is often made
in reference to students who have a low level of academic
engagement and/or who lack proficiency in one or more of the
following basic skills: reading, math, graphing, logical problem
solving, and collaborative teaming. To challenge this claim,
we address a perception that “doing inquiry” means leveraging
a student’s preexisting inquiry skills in order to develop the
students’ content understanding. We claim, instead, that by
utilizing a specifically designed and aligned system of supports,
teachers can assist students in developing inquiry skills
and content understanding simultaneously. In other words:
“Students learn what teachers teach.” To support this claim we
share evidence from a design-based methodology within an
urban reform initiative which supports the claim that teachers
can and do shift toward using an inquiry-based instructional
framework. In doing so, they discover that students, even those
with low or delayed abilities, respond and demonstrate progress
in skill acquisition and in learning science.

© 2011 American Chemical Society
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Context

The High School Transformation initiative was created in response to a
growing dilemma within a large urban district, that less than 6% of its students
were receiving a college degree (1). The District conducted a thorough analysis
to determine reasons for this poor performance and found a several issues:
Firstly, a wide variety of textbooks and/or curricula were used to teach core
subject areas – English, math, and science. For example, among 47 high schools
teaching biology, it was found that 30 different textbooks were being used (2).
Sometimes different textbooks were being used for different sections of the
same course within the same school. Secondly, many teachers were found to
lack proficient content knowledge themselves and held low expectations for
student performance. This led to instructional practices that rarely went beyond
fact-based, procedural questions. Thirdly, District and school-level support for
teachers was weak and did not target specific needs for student learning in this
environment. Finally, school leadership was fragmented and infrequently focused
on developing effective instructional practices.

In response to these findings and with the support of the Bill and Melinda
Gates Foundation, the District developed the High School Transformation
strategy. Six change levers were described in which the District needed to: (1)
define excellence and raise expectations; (2) attract and develop great leaders;
(3) foster a belief that the school is the unit of change; (4) attract and develop
great teachers and provide them with holistic instructional supports; (5) broaden
alterative pathways to graduation; and (6) ensure 9th grade preparedness. Within
the “great teachers” lever (4), the District sought to enable highly effective and
aligned instruction in troubled schools and to foster powerful teacher growth
over time. To do this, the District recruited partner institutions to help. Each
partner was asked to develop of a set of holistic, integrated curricula for grades
9-11, course tools, specific and aligned assessments, strategies for instructional
coaching, and professional learning opportunities for teachers. The District
named these systems Instructional Development Systems or IDS (Figure 1).

IDS partners supported grade 9-11 teachers in math, English, and science.
Schools applied to receive this support and were able to choose a provider for
each subject area. Implementing schools conducted a three-year phase-in, 9th grade
support in their first year of implementation, 10th grade support in their second year
of implementation, and 11th grade support in their third year of implementation.
To date, three waves of high schools have participated. Across the three waves,
45 district high schools received support of an IDS for math, English, and science.
The Loyola-UIC Science Inquiry to Build Content IDSwas one science IDS option
schools could select. This IDS provided support to 11 high schools in the District
within the initiative.
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Figure 1. Diagram of IDS Support.

LUC-UIC IDS Logic Model
Our own subject of inquiry in program implementation was centered on

changing and enhancing teachers’ instructional practices using inquiry. We sought
to build strong supports for teachers and infuse the program with opportunities
for teachers who hold the myth that “these kids can’t do inquiry,” to revisit their
reasons for this belief. To accomplish this, we developed a logic model (see
Figure 2) for changing teacher practice.

Figure 2. LUC-UIC Science Inquiry To Build Content IDS Logic Model.
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If IDS materials, support, and actions successfully affected change in
teachers’ knowledge, skills, and beliefs for doing inquiry, then teachers’ classroom
actions would become more consistent with doing inquiry. The overall outcome
was to affect change in students’ knowledge, skills, and belief about doing inquiry.

This model is not without the influence of external, non-IDS factors. The
school environment and culture, level and type of administrative influence and
support, and students’ level of participation (i.e. attendance) are among the factors
that shape the outcomes.

The teacher and student outcomes which we determined would reflect a high
implementation of the program are listed in our “Benchmarks of IDS Program”
document (Appendix ).

IDS Program Components

The curricular aspects of the program were built around inquiry-based,
NSF-funded curricula: Biology: A Human Approach (3) in 9th grade, Chemistry
in the Community (4) in 10 grade, and Active Physics (5) in 11th grade. The
three courses were integrated through overarching themes within science (i.e.
matter and energy, system and interactions, forces and motion, evolution, inquiry
and technology, and nature of science) and scientific skills sets (i.e. asking
testable questions, conducting scientific investigations, making claims based
on evidence, interpreting and representing data, using mathematical reasoning,
working together in groups, and communicating scientific information reliably
and effectively.) Instructional cohesion across the three curricula was supported
through a consistent framework of inquiry instruction based on the 5E approach
(Table 1; (6)) as well as repeated use of the Science Writing Heuristic (Table 1;
(7–9)) for classroom and laboratory activities.

The three-year sequence of science courses was aligned to local, state,
and national standards. Funding also provided all the necessary equipment and
consumable materials to conduct lessons and laboratory investigations. Each
course was supported with 30 model lessons specifically designed for the IDS.
These lessons articulated targeted learning objectives and alignment to standards,
shared a detailed teaching plan and suggested pacing guide with recommended
student activities and teacher actions. Content references and enhancement
resources related to the science topic being studied and suggestions for providing
differentiated instruction to accommodate students with special needs were also
included. Resources for conducting embedded assessments plus sample rubrics
were developed for each lesson. Formative assessments tied directly to each
course were developed and administered throughout the school year. Finally,
a comprehensive, content-specific summative exam was built for each area
(biology, chemistry, and physics) across the IDS programs. Both the formative
and summative instruments utilized multiple choice and free-response items
which were aligned to state content and skill standards.

86

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
00

7

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Table 1. The 5E Approach and Science Writing Heuristic in IDS

Beginning Ideas
Students engage by reading a short background passage or
making an initial observation of a phenonemon and then
formulating their own questions.

Tests Students explore through specific tests that the instructor
approves.

Observations Students ask “what did you see? Are the results useful? If not,
what can I do to change my procedure?”

Claims & Evidence Students develop claims that explain their results based on
specific evidence.

Reflection Students elaborate by reflection on results, developing more
detailed ideas in collaborations with other groups.

Conclusions &
Meaning-making

Students evaluate what they have done in light of what is
needed for their learning.

Program and curriculum-specific professional development was provided to
teachers in a two-year sequence. A teacher new to using an IDS course received
60 hours of professional development. Thirty hours in the summer provided an
orientation to program components, the teaching and learning philosophy and
research-based practices as well as a thorough analysis of lessons and activities
for the first unit of the year. The remaining 30 hours were divided across
five, single-day sessions at strategic points in the academic calendar. These
sessions targeted essential upcoming lessons and activities and shared various
approaches to instruction and practices for analyzing student work. Teachers
using an IDS course for a second, consecutive year received an additional
30 hours of professional development. These hours focused on developing a
reflective practice and strategies for continuous improvement. These professional
development hours included a user conference during which all teachers across
IDS courses could present, share, and discuss best practices and needed goals for
enriching students’ learning within the program.

In cooperation with the curricular materials and professional development,
teachers were provided with intensive instructional coaching. On a weekly basis,
coaches provided specific instructional support to teachers. Several areas were
targeted for coaching: sharing strategies for approaching content and lessons;
co-teaching lessons, making observations and sharing feedback with teachers
about instruction; collectively analyzing student work and planning instruction
to address needs which surfaced; and assisting teachers in building professional
learning communities (PLC) within their school teams (10).
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Research Questions

To help us address the impact of program implementation, we developed two
primary research questions:

1. By using an IDS-type intervention, do teachers change their instructional
practices and strategies from using fact-based, procedural strategies (as
found by the District’s analysis) to using inquiry-based strategies?

2. If teachers do in fact shift to using more inquiry-based strategies, do they
perceive that students show actions and responses consistent with inquiry
skill and knowledge acquisition?

Methodology To Assess IDS Program Implementation

We chose to investigate these questions utilizing tools of design-based
research. Design-based research, also known as design-based experiments,
views curriculum design as proceeding through iterative cycles of design that
are informed by the reflective analysis of systematically collected data on design
implementation and outcomes. Curriculum designers analyze the collected
data, reflecting upon the initial hypotheses of their design. If data indicate
further refinement is necessary, designers then refine the design, implement the
re-design, systematically collect data on the re-design, and reflect on the re-design
(11). Since design efforts are implemented in real-world settings, design-based
research endeavors recognize the importance of contextual factors, which results
in research, design principals, and educational theories that are contextually
sensitive (12).

One major goal of design-based research is theory development, with the
iterative cycles of design providing researchers with the information and data
to “gradually knit together a coherent theory that reflects their understanding of
design.” (11). With regard to theory generation, Edelson identified three types
of theories that may emerge from design-based research: (1) domain theories,
(2) design frameworks, and (3) design methodologies. Domain theories are
descriptive theories that focus on generalizing some aspect of a design effort.
These theories are focused on people and how they learn or on the learning
environments and how they impact learning and teaching. The two major domain
theories are context theories and outcome theories. Context theories attempt to
generalize the contextual factors influencing the challenges and opportunities
of a particular design effort. Outcome theories attempt to generalize the set of
outcomes associated with a particular design intervention (11). Though both
theories are necessarily interwoven, in addressing the myth, we focused on
developing an outcome theory.
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We contemplated the appropriate types of outcomes, or changes, that should
be expected from a large-scale curriculum reform effort implemented in an urban
school district. In other words, taking into account the environment in which the
IDS program is implemented, what are reasonable indicators of change? Typically,
outcomes are identified through problem analysis, or what is more commonly
known as needs assessment which helps identify goals, challenges, constraints,
and opportunities of a particular design context (11).

We engaged in problem analysis in several areas. Weekly, we analyzed
coaches’ field notes and used a framework to identify strengths, weaknesses,
obstacles, and opportunities of program implementation (SWOO; (13)). Strengths
helped identify what was working well and needed to continue to support the
program. Weaknesses were identified as aspects that were not working well.
Resources should be committed to resolve or fix these issues. Opportunities
and obstacles were external (non-IDS) aspects of the program. Opportunities
were viewed as ways to leverage other initiatives to support teachers’ in doing
inquiry. Examples of opportunities included school-wide literacy initiatives and
district-wide initiatives to improve schools’ behavior management and culture.
Obstacles disrupted and hindered implementation. We focused efforts to isolate
or minimize the impact of these influences. Examples included late delivery of
needed textbooks and materials, school schedule and program changes continuing
well into the academic year, and poor student attendance.

During professional development sessions we held focus groups and asked
teachers to articulate their own version of a SWOO analysis. Annually we held
an all-user focus group that also included the administration of two surveys: an
online Survey of Enacted Curriculum (WCER) and teachers’ reflections on their
assessment of reaching programmatic benchmarks (14).

We planned this form of program analysis to assist in the development of an
outcome theory for using an IDS type intervention and doing inquiry in schools
with “these kids.”

Who Are “These Kids?”

The claim, “these kids can’t do inquiry,” is often made in reference to
students who have a low level of academic engagement and/or lack proficiency
in one or more of the following basic skills: literacy, math, understanding
and constructing graphs, logical problem solving, teaming and communicating
effectively with peers (15, 16). These kids are found in urban and rural areas,
in low socio-economic status, below grade level in school, in special education
and/or remedial courses, and within “failing” schools. As high as 40% of students
at high schools using IDS programs were identified with some type of individual
education plan (IEP). Essentially, these kids are found everywhere: in every
school and in nearly every classroom.
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What Does It Mean To “Do Inquiry?”

The Center for Science, Mathematics, and Engineering Education (CSMEE)
describes fundamental abilities necessary to do scientific inquiry for grades 9-12
(17). High school students:

• Identify questions and concepts that guide scientific investigations.
• Design and conduct scientific investigations.
• Use technology and mathematics to improve investigations and

communications.
• Formulate and revise scientific explanations and models using logic and

evidence.
• Recognize and analyze alternative explanations and models.
• Communicate and defend a scientific argument.

Our program’s specific benchmarks incorporate these fundamental abilities
into the targets of implementation. When teachers examined these targeted
abilities at the onset of program implementation, we encountered large support
for the myth. The students that came to them as 9th graders had wide gaps in
their set of skills and knowledge. They just simply could not do inquiry. Given
the list of fundamental abilities, we could understand their claim. Even students
who had good schooling prior to 9th grade might not be able demonstrate these
fundamental abilities. However, due to the design of the IDS intervention and
our hypothesis that “students learn what teachers teach,” we wished to make the
distinction between “can’t” and “can’t yet.”

If students are not ready for grade level inquiry, then what are the implications
for teaching these kids? Essentially, there are two categories of responses. The
first follows the decision that students are the limiting factors to doing inquiry.
Instructional planning in this category focuses on developing lectures and slide
presentations to present concepts, which require students to memorize scientific
terms, explanations, and models. These presentations can be accompanied with
worksheets to drill students on term identification and/or to practice repeated
calculations. Scientific investigations rely on verification of pre-determined
results via “cookbook” labs which keep to one explanation or model to explain
a scientific concept. Assigned readings summarize scientific arguments rather
than having student construct their own ideas and arguments about scientific
phenomena. This category clearly reflects the predominant direct, fact-based
strategies used by teachers as identified by the District during its investigation.

In the other category of approaches, teachers may decide to adjust levels of
inquiry to make inquiry-based instruction accessible to “these kids.” Instruction
can be designed to build content and skills in parallel by meeting students at
their ability level and assisting them in reaching grade level abilities in inquiry.
For example, if students are not ready to design and conduct their own scientific
investigations, can they ask question about objects, organisms, and events in
the environment; use appropriate tools and techniques to gather, analyze, and
interpret data; and/or develop descriptions, explanations, predictions, and models
using evidence (17)? This second category of approaches holds that teachers, not
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students, are the limiting factor (15, 16, 18). This premise informed our work. If
teachers change what they do in the classroom, then students would change what
they do.

Participants and Data Sources
Participation in the program involved 121 individual teachers in 11 different

high schools who phased into implementation during a three-year period from
academic year 2006-07 through 2008-09. At the completion of 2009, among
teacher participants, there were 56 first-year users, 55 second-year users, and 10
third-year users. Nearly 6,500 students experienced lessons using this program
across the three year period.

The data sources we selected to analyze implementation came from multiple
sources. Program coaches provided a weekly coach’s reflection following their
work with teachers after an end-of-the-week implementation team meeting.
Within these reflections, coaches were asked to describe what aspects of IDS
lessons worked well; what was challenging about observed lessons; what evidence
was present that teachers were working to attain program benchmarks in their
classrooms; what were the common teacher problems and needs to be addressed;
and how well were teacher teams working.

The pattern of school year professional development session allowed us to
capture focus group feedback from teachers at different points during the year.
First-year users participated in six sessions of professional development during
the school year while second and third year users participated in three sessions.
We used a framework of SWOO analysis to help with assessment of program
implementation during these sessions.

Finally, we held an annual end-of-the-year reflection session with teachers.
Among activities during these sessions, teachers provided feedback to two
surveys. The first was a self-assessment of their progress in reaching programmatic
benchmarks. For each of our benchmarks, teachers rated their own work, their
students’ work, and their professional learning community’s work as “lacking,”
“emerging,” or “practicing” for the particular benchmark. The second instrument
was an online survey called the Survey of Enacted Curriculum (SEC). The
SEC data provides a set of measures for analyzing the relationship between the
intended, enacted, and assessed curricula. Because teachers responded to this
survey annually, we were able to collect repeated measures on some teachers who
used the program in two or more years.

Implementation Analysis
Summary of Focus Group Feedback

Our analysis across feedback sessions revealed themes in the teachers’
feedback. Three implementation team members assigned initial codes to these
themes. Code descriptions were shared with other team members. Following
discussion, we made any necessary coding adjustments and agreed to the
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following codes of SWOO feedback: overall classroom activities, organization of
classroom activities, student literacy, resources used or provided by the program,
other supplementary materials (provided or required), technology, timing, student
engagement, student understanding, and student work. There was one additional
code to which we assigned school/district-based administrative issues. Though
this code had an overwhelming number of entries and clearly had an influence
on the program, in this analysis we were primarily focused on responses directly
related to teacher and student interactions with IDS program resources and
materials, and did not include this codes in this analysis. Figure 3 shows the
three codes with the highest frequencies from each section. An interesting note is
that three categories appear multiple times. The multi-placement of these codes
among the strengths, weaknesses, opportunities, and obstacles resulted from
teachers assessing multiple parts of the materials. For example, the pacing guide
which we provided to teachers on a biweekly basis was characterized as astrength
based on its description of lessons and example lesson plans, but was also noted
at times as a weakness for suggesting timing that was too fast for students.

Figure 3. Code Summary of Comprehensive SWOO Analysis.
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A look at teachers’ specific comments from these SWOO analyses further
reveals this multiple assignment of codes. Figure 4 shows a written response
from a teacher focus group which places student discussion and responsible
engagement as a strength, but with an arrow indicating that it was also a weakness.
Teachers shared that focusing on students’ discussion and engagement was
something to be continued within the program. However, this group of teachers
at the time of analysis (Fall 2009) thought that too much reliance on that strategy
was a weakness.

Figure 4. Sample Strengths Chart from Teachers Focus Groups.
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Other sample comments provided on the next page exhibited this tension
of emerging success of inquiry activities. In other words, teachers noted it was
necessary to find the balance between the need for teacher direction and student
readiness for autonomy in shaping their own ideas with regard to the content.

“Students engage in activities but they need to improve in supporting their
claims with evidence.” (2nd-year user; Spring 2008)
“Lab activities increase learning possibilities, but kids [sic] don’t work in
groups well.” (2nd-year user, Fall 2009)
“Instruction should foster more student reflection on what they have
learned.” (1st-year user; Fall 2009)
“Helping students achieve at grade level remains a challenge.” (1st-year
user; Spring 2010)
“With repeated entries into the inquiry cycle, students do eventually ‘get
it.’ ” (3rd-year user; Spring 2010)
“Lab activities open ideas for my students, but I’ve got to get them to be
patient.” (2nd-year user; Fall 2009)

These feedback data were the first indicators that teachers using the IDS
program might be utilizing more than a direct, procedural type of instruction
and trying inquiry-based instruction. The tension about moving in the direction
of inquiry approaches is revealed in the splitting of programmatic components
in several SWOO categories. For example, activities that engage students in
discussion about scientific ideas are described as strengths, but how much is given
over to the student is an issue of student readiness. Though teachers describe
students as still “can’t yet,” there are some degrees of inquiry that students can
engage in according to teachers.

Teacher’s Self Assessment of IDS Benchmarks

Along with focus group feedback, at the beginning and end of each
year, teachers conducted a self-assessment of their progress toward reaching
programmatic benchmarks (see Appendix ), from lacking to emerging to
practicing across academic year. Figure 5 shows a histogram for segments
of growth reported by a percentage of teachers on two benchmarks from the
beginning of the school year to the end of the school year. Additionally, these two
examples show that a majority of teachers made progress toward a practicing level
of these two benchmarks. It can also be observed that some teachers reported
a decline in their progress toward program Benchmarks. In analyzing other
data sources, the primary interferences were related to the non-IDS influences
(described in our logical model) and not due to program components themselves.

From the beginning to the end of academic year 2008-09, teachers reported
growth in 17 of the 20 Benchmarks. For student actions in their classrooms, the
majority of teachers shared that students had improved levels from lacking to
emerging for benchmarks 2, 3, 5, and 6. For 1, 4, and 8, teachers shared a level of
improvement from emerging to practicing. Benchmark 7 did not show a noticeable
progression or recession.
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In the areas of “when I teach . . .” a majority of teachers shared that they
moved from lacking to emerging in benchmarks 13 and 14 and shifted from
emerging to practicing for benchmarks 9-12. Benchmark 16 showed the largest
shift across the academic year, from lacking to practicing for the majority of
teachers reporting. In these data, teachers have shared that their progression in
reaching program benchmarks is accompanied by a progression, though not at
the same rate, of student actions consistent with program benchmarks. These
data indicate that both teachers and students can make classroom moves that are
consistent with inquiry-based approaches.

Figure 5. Sample set of Histograms of Growth on IDS Benchmarks.
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Survey of Enacted Curriculum (SEC)

In addition to the self-assessment of IDS Benchmarks, annually we
administered the Survey of Enacted Curriculum (14). This online survey
asks teachers to report the percentage or proportion of time using particular
instructional activities and how often they focus on certain concepts and skill
development within a content area. In aggregated reports (individual teacher
responses are disclosed only to the teacher), analyses can be made dealing
with teachers’ implementation of systematic, standard-based reform in science
education (19).

When compared to all teachers within the state responding to this survey,
teachers who had used the IDS for at least one year reported slightly more
classroom time spent doing inquiry-based instructional activities. These activities
included doing laboratory investigations, having students work in groups, asking
students to maintain and reflect on their own science work. Additionally, IDS
teachers with a minimum of one year experience using the IDS reported using
whole-class lecture less than teachers throughout the state.

Extending our trend analysis, we looked at some aspects of teachers at various
levels of experience within the program and within the state on inquiry-based
laboratory activities (Figure 6). Examples of inquiry-based lab techniques
included making predictions, designing experiments to solve a scientific question,
making observations, and analyzing and interpreting scientific data. Greater
percentages of time using inquiry-based laboratory techniques when compared
to teachers in the state were not recognized until IDS teachers had spent at least
two using the program.

In areas of inquiry-related instructional practices, we were able to analyze
trends between teachers implementing the IDS program for only one year and
teachers who implemented the IDS program for two or more consecutive years
(multi-year users). Multi-year users reported that they were more prepared to
manage a class of students using hands-on laboratory activities and to take into
account students’ prior conceptions when planning lessons than first-year users
(~40% compared to ~20%). Furthermore, multi-year users employed active
learning, performing laboratory procedures, and making connections among
concepts and content some of the time (~30%). First-years users reported using
the same practices a little of the time (~15%).

Given the responses to the SEC, as a second self-report indicator, teachers,
upon repeated use of this IDS, report using techniques that move away from direct,
fact-based instruction and toward using inquiry-based practices in the classroom.

The Adaptive Practice of IDS Coaching

Our coaching approach utilized a blended content-focused and strengths-
based model (20, 21). In order to select effective coaching strategies for
optimizing the use of inquiry-based approaches, it is essential to understand
a teacher’s beliefs and attitudes, their knowledge of the content, their natural
preferences for processing information and making decisions, and the influence
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of the school environment and culture. To apply this model, coaches worked
regularly with teachers in their own school environments by:

• discussing and investigating approaches for assisting both new and
experienced teachers with instruction and the curriculum materials,

• planning and observing instruction as well as co-teaching when asked or
needed,

• discussing students’ learning needs in particular areas and identifying or
developing well-supported solutions to address those needs,

• studying and evaluating tools of assessment, and
• examining and utilizing effective skills and tools for mentoring and

guiding teachers in forming professional learning communities.

During implementation, coaches collected field notes during each school
visit. Weekly, the support team of the IDS, including coaches, met to assess
progress of implementation. Field notes captured coaches’ work as they
co-planned with teachers, observed classroom implementation, analyzed student
work and assessments, and engaged and guided school-based professional
learning communities around using the IDS. Besides applying our own SWOO
analysis each week, coaches provided a weekly reflection for teachers focused
on aspects of fidelity of implementation. In each reflection, coaches shared
their observations and insights about teachers’ implementation as related to
program benchmarks. At the conclusion of each reflection, coaches shared and
collaboratively built strategies for addressing needs in upcoming weeks.

Statements from coach reflections provided the third set of indicators for
teacher progress in using more inquiry-based approaches as well as observations
of student behaviors in response to any changing teacher practices. (Teacher
pseudonyms are used below in order to protect teacher participants’ privacy.)

In working with a second-year user, a coach reflected, “Pat is quite proficient
in conducting lessons according to the inquiry model; a noticeable improvement
has been observed in expecting students to follow established norms.” (Week 3,
Fall 2008)

Reporting on a laboratory investigation, a coach shared, “the lab [this week]
was enacted in a true inquiry manner. In fact students generated ideas for future
exploration and possible science fair projects.” (Week 2, Fall 2008)

Coaches also observed the tension, as described earlier, over doing inquiry
in classrooms, “Students were engaged in lessons . . . However, Reese’s
modification of the lesson took away the exploratory feature of the initial
investigation and students did not work cooperatively on any aspect of the
lesson.” (Week 15, 2008)

“Teachers did agree that their instruction was too much teacher-centered. I
suggested that they look for ways to make it more student-centered and shared
some approaches for doing so.” (Week 12, Fall 2009)

Classroom observations also revealed student behaviors, “Students worked in
teams to construct models of DNA. They enjoyed the DNA bead models” (Week
30, Spring 2010)
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Figure 6. Sample School Teams Comparison of Proportion of Time Spent on Inquiry-Based Activities.
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“I observedmore students participating in discussions in class and takingmore
ownership of their own learning.” (Week 8, Fall 2009)

Teacher action was also tied to student behaviors, “If Terry is consistent with
classroom norms, students should start to respond positively to her soon.” (Week
05, Fall 2009)

“Teachers are trying to devise strategies to differentiate instruction” (Week
15, Fall 2009)

These examples stem from a comprehensive set of reflections in which
coaches describe patterns of development in teachers’ use of inquiry practices
and subsequent student actions when teachers used inquiry approaches. Table 2
organizes a set of exemplary cases from coach reflections in a contrast table in
order to understand level of teacher practice (22).

Table 2. Contrast Table: Exemplary Cases Showing Levels of Teachers
Inquiry-Based Approaches When Using an IDS

Aspect of Inquiry Ann
(3rd-yr
user)

Pam
(2nd-yr
user)

Timothy
(2nd-yr
user)

Laura
(1st-yr
user)

Greg
(1st-yr
user)

Classroom
Management skilled Skilled emerging practicing lacking

Use of open-ended
questioning skilled Emerging lacking emerging lacking

Consistent structure
of classroom inquiry
(i.e. use of 5E model)

skilled Practic-
ing emerging emerging lacking

Use of assessments to
inform instruction practicing Practic-

ing emerging lacking lacking

Observed level of
student behaviors
reflecting use of
inquiry

practicing
(mostly at
grade level
inquiry)

practic-
ing (pro-
gressing
toward
grade
level)

emerging
emerging
(but
tentative)

lacking
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Coach reflections acknowledge that changing practice toward using inquiry
is a process thatneeds time. “I didn’t really like this program at first. I didn’t see
the connections. Now I see how helpful it is to students’ learning. It is just hard
work.” (Teacher Response shared in Coach Reflection, March 2010). Even in the
early use of inquiry instruction, teachers themselves do recognize changes to their
practice as well as changes in the responses of their students when using inquiry.

Findings: Students Can Do Inquiry, If Teachers Do Inquiry

The set of data sources provide multiple perspectives for answering whether
or not teachers can change practices from fact-based, direct instruction to inquiry
instruction when supported by the IDS. The compiled SWOO analysis revealed
the tension many participating teachers experience when using inquiry. The
duplicate entries of codes in various SWOO categories showed that teachers
find some features of inquiry, e.g. student engagement, to be strengths and
opportunities, but too much engagement can be a weakness or obstacle, if students
are poorly disciplined.

Teachers self-reports on two surveys demonstrated a perception by a majority
of teachers that they did progress along the lacking to emerging to practicing
continuum of inquiry instruction (Self-assessment survey data). They also
articulated more frequent use of inquiry-based activities during multi-year use
of the IDS (SEC data). They concurrently perceived growth, though delayed
compared to their own, in student behaviors that reflected inquiry (Self-assessment
survey data).

Finally, coaches’ reflections concurred that teacher moves in the classroom
affected how students responded. These teacher moves could be characterized
within the inquiry instructional framework and at levels of implementation as well,
from lacking to skilled. The progression to higher levels of implementation was
accompanied by student actions that demonstrated parallel growth in using inquiry
methods. The convergent results of these data sources led us to identify stages of
use of inquiry teaching when supported by the Science Inquiry to Build Content
IDS (Table 3).

Just as there are student levels for doing inquiry, teachers’ adoption of
inquiry-based instructional practices has stages of implementation. At each
phase, students’ opportunities to learn science content is shaped in a particular
way toward higher levels of “doing inquiry.” In other words, these kids can do
inquiry. When instruction is limited to basic skills, students are limited to basic
competency. When given the opportunity to learn complex inquiry skills, students
do respond. With support, teacher practice changes gradually as teachers develop
new knowledge, skills, and beliefs about inquiry-based teaching and learning.
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Table 3. Stages of Implementing Inquiry Instruction with IDS
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Conclusion: A Design-Based Outcome Theory

In answering our research questions, the multiple perspectives of data
sources indicate that teachers, when using the IDS, move into stages of inquiry
implementation and away from direct, fact-based instruction. This is accompanied
by an observable change in teachers’ perceptions of students’ ability to use inquiry
practices. The culmination of this analysis led us to articulate a design-based
outcome theory, which was the target for this particular experimental design.
Figure 7 articulates this theoretical model.

The transition from “kids can’t” to “kids can” is related to teacher willingness
to adopt new strategies, such as inquiry-based instruction within IDS. The subtext
of “these kids can’t do inquiry” may actually be, “I am not sure I am yet ready to
teach with inquiry.” For the teachers who take the risk and begin to use inquiry,
they find a realm that differs from one in which students can’t because students
are limiting, and find one in which students can because teachers are the limiting
factor, not the students. In this new realm, ultimately, inquiry is possible and
students can learn what teachers teach.

Figure 7. A Design-Based Outcome Theory Model for Using IDS to Implement
Inquiry Instruction.
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Appendix 1
Self-Assessment of Benchmarks of the IDS Program
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Chapter 8

Do Students Learn Chemistry Content in
Accelerated Summer Courses?

Mildred V. Hall,1 Linda A. Wilson,2 and Michael J. Sanger*,2

1Clark State Community College, Springfield, OH 45505
2Department of Chemistry, Middle Tennessee State University,

Murfreesboro, TN 37132
*E-mail: mjsanger@mtsu.edu

There is a common perception among instructors and academic
advisors that students are not as successful at learning
chemistry content when enrolled in accelerated summer courses
compared to the traditional 15-week fall or spring courses. This
study, involving a secondary analysis of an existing data set,
determined whether course format (three-week accelerated vs.
15-week traditional), students’ academic experience (years of
college credit taken), life experience (years since graduating
from high school), and gender had an effect on students’
chemistry content knowledge. This study showed that students
enrolled in the accelerated course learned more chemistry
content than students enrolled in the traditional course, and that
students who had graduated from high school more than five
years before taking the course learned more chemistry content
than students who had graduated from high school less than
five years before taking the course. Implications of this study
and the limitations based on the use of existing data are also
discussed.
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The Myth—Student Learning in Accelerated Courses

Most readers will have heard this myth; some may even have said it
themselves. There is an assumption that students are not as successful in learning
chemistry content in time-compressed courses typically taught in the summer
than they would be if they had taken the longer, traditional courses taught in the
fall or spring. In informal discussions with faculty and staff members who advise
students at one of our universities, the corresponding author asked them how
they advised students with respect to traditional-length versus time-compressed
(accelerated) chemistry courses. Several of them said they frequently advise
students that they would be more successful in learning chemistry content in the
traditional-length courses instead of the accelerated courses. But is this really the
case?

Existing Literature on Accelerated Courses

Accelerated courses, also called intensive courses, have been extensively
studied and several studies have compared student success in accelerated courses
compared to traditional-length courses (1–17), including metaanalyses of multiple
experiments (7–9, 15). Although these results are mixed, most of these studies
either showed that students’ performance in accelerated courses was superior to
those of students enrolled in traditional courses (1–3, 5–7, 10, 11, 13, 15, 16)
or that student performance in the two course formats were equivalent (4, 7, 14,
15, 17). Several of these studies also included other variables that may affect
student learning. These variables included the students’ year in college/academic
experience, age/life experience, and gender. Two studies showed that prior
academic experience did not affect student learning (8, 13) but another study
showed that prior academic experience did lead to improved learning (5). Geltner
and Logan (7) reported that students 17 and under performed better than any other
age groups, but for students from age 18 and above student learning increased
steadily as the students’ age increased. The results for gender are mixed; one
study reported no effect based on gender (17), one study found that male students
outperformed female students (11), and another study found that female students
outperformed male students (13).

Research Hypotheses

As part of her teaching assignments, the second author routinely taught a
traditional-length (15-week) introductory chemistry course in the fall and an
accelerated (3-week) version of the same course in the summer. Based on her
teaching experiences, she felt that the students in the accelerated course learned
more chemistry content than the students in the traditional course. This author
collected data for students enrolled in these courses for four years, including
course-related scores (test scores, final examination scores, course grades, etc.)
and student records information (ACT scores, GPA, total college credit hours,
years since high school graduation, etc.).
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The research hypotheses for this study, developed by the first author as part
of her doctoral dissertation (18), are:

1. Students in accelerated courses will develop better chemistry content
knowledge than students in the traditional-length versions of the same
course.

2. Students with greater academic experience will develop better chemistry
content knowledge than students with less academic experience.

3. Students with greater life experience will develop better chemistry
content knowledge than students with less life experience.

4. Males and females will develop different chemistry content knowledge.

In this study, students’ chemistry content knowledgewasmeasured using a 24-
question multiple-choice posttest and the same 100-question multiple-choice final
examination (containing the 24 posttest questions and 76 others) written by the
instructor. Another paper comparing student success in these classes, as measured
by students’ total points and final grades earned, has been submitted to the Journal
of Chemical Education (19). While the study described in this paper focuses
solely on students’ chemistry content knowledge, the definition of student success
used in the other paper includes scores that also measure students’ commitment
(motivation) to attend and participate in the classroom and laboratory activities.

Methods

Subjects

The sample consisted of 130 students who were enrolled in 15-week sections
of an introductory general chemistry course taught by the second author from Fall
2000 to Fall 2003 and 88 students who were enrolled in 3-week sections of the
same course taught by the same instructor from Summer 2001 to Summer 2004.
In addition to students’ scores on the pretest, posttest, and final examination, we
also had access to information from the students’ academic record including ACT
scores (for about 75% of the students), GPA and the number of college credit hours
taken at the time of the course, the year that these students graduated from high
school, and their gender. These data were analyzed using an analysis of covariance
(ANCOVA).

Dependent Variables

Originally, the posttest score was used as the dependent variable in the
ANCOVA analysis because it represents students’ content knowledge of the 24
chemistry questions written by the instructor. However, we decided to perform
another ANCOVA analysis using the 100-question final examination score with
the 24 pretest questions removed (scored out of 76 points) as the dependent
variable to measure students’ chemistry content knowledge.
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Covariates

The pretest, which was administered to the students on the first day of classes,
and the student’s GPA at the time of the course were used as covariates to correct
for individual student differences. Since we were missing ACT scores for about
one-fourth of the sample population, we decided not to use ACT scores as a
covariate since it would reduce the sample size. A previous analysis of student
succes (based on total points and students’ grades) from this sample showed
the same statistical results whether ACT scores were used as a covariate (and
one-fourth of the sample was lost) or were excluded as a covariate (19).

Independent Variables

Based on the existing literature studies, we chose to use four measures as
independent variables. These measures included course format (traditional or
accelerated), academic experience, life experience, and gender (male or female).
Academic experience was defined as the number of years of college credit taken
by the subjects before enrolling in this course. This variable was divided into five
categories: Less than one year (0-30 credit hours), one to two years (31-60 credit
hours), two to three years (61-90 credit hours), three to four years (91-120 credit
hours), and more than four years (120+ credit hours). Life experience (often a
euphemism for the subject’s age) was defined as the number of years between
enrolling for the course and when the subject had graduated from high school.
The three categories for this variable were: Less than three years, from three to
five years, and greater than five years.

Secondary Analysis

Although these data were collected from 2000-2004, the first author agreed to
analyze this data set as part of her doctoral dissertation in 2005 (18). Since these
data had already been collected, the study represents an analysis of existing data,
or a secondary analysis. According to Bryman (20), “secondary analysis is the
analysis of data by researchers who will probably not have been involved in the
collection of those data, for purposes that in all likelihood were not envisaged by
those responsible for the data collection (p. 296).” The use of secondary analysis
to analyze existing data sets has been advocated by educational researchers
including the American Educational Research Association (20–22). Bryman (20)
lists several advantages and disadvantages of analyzing other researchers’ data.
Advantages include the cost and time saved in using data that have often been
collected over several years, that the new researcher’s time can be devoted to data
analysis, and that the secondary analysis allows new and different interpretations
of the data set. Disadvantages include the fact that the new researcher has no
control over how the data were collected and the quality of these data, and that
the existing data set may be missing key variables or data that the new researcher
would find valuable.
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Results and Discussion

Table I contains the ANCOVA results for the 24-question posttest. Both
covariates (pretest and GPA) were significantly associated with students’
chemistry content knowledge. Once the ANCOVA has partialed out the variation
attributed to these two covariates, the results for the independent variables in Table
I were calculated. These results show that only course format was significantly
associated with student content knowledge; comparison of the average scores for
each group showed that students in the accelerated group learned more chemistry
content (19.9/24) than students in the traditional course (17.7/24). Academic
experience, life experience, and gender did not appear to affect the students’
chemistry content knowledge.

The interpretation of these results are complicated by the fact that the 24
questions in the posttest are identical to the questions in the pretest. According to
Borg and Gall (23), if a posttest is too similar to the administered pretest, students
may show an improvement simply based on their exposure to the pretest. They
also note that this effect tends to decline with increased time between the pretest
and posttest. So, one may logically argue that since both groups of students took
the pretest on the first day of classes, students in the 3- week accelerated course
should be expected to perform better on the identical posttest than students in the
15-week traditional course.

Table I. ANCOVA Results with Posttest Scores as the Dependent Variable

Source df Sum of
Squares

Mean
Square

F Ratio p Value

Covariates

• GPA 1 653.67 653.67 85.87 0.000a

• Pretest 1 146.51 146.51 19.25 0.000a

Independent
Variables

• Course
Format

1 212.49 212.49 27.92 0.000a

• Academic
Experience

4 21.06 5.27 0.69 0.599

• Life
Experience

2 6.27 3.14 0.41 0.663

• Gender 1 10.93 10.93 1.44 0.232

Error 207 1575.70 7.61
a Significant association at p ≤ 0.050.
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In order to correct for this potential bias, we decided to run another ANCOVA
analysis using the final examination scores, once the 24 pretest questions had
been removed, as the dependent variable. This 76-point score still represents the
instructors’ view of the chemistry content knowledge these students should be
expected to know after finishing this course, but since the students had never seen
these questions, the familiarity bias mentioned for the posttest scores should not
be applicable here. The results of this analysis appear in Table 2.

In this analysis, both of the covariates were found to be significantly associated
with students’ chemistry content knowledge as measured by the 76 remaining
questions on the final examination. These results also show that course format
and life experience (years past high school) significantly impact student chemistry
content knowledge in these classes. Students in the accelerated course learned
significantly more chemistry content (51.6/76) compared to the students in the
traditional course (44.7/76). Students who graduated less than three years before
enrolling in this course (46.5/76) and students who graduated from three to five
years before enrolling in this course (47.0/76) demonstrated significantly lower
chemistry content knowledge than students who graduated more than five years
before enrolling in this class (51.0/76). Figure 1 contains a plot of these values,
including error bars.

Table 2. ANCOVA Results with Final Examination Minus the Pretest as the
Dependent Variable

Source df Sum of
Squares

Mean
Square

F Ratio p Value

Covariates

• GP 1 7913.77 7913.77 115.94 0.000a

• Pretest 1 1650.87 1650.87 24.19 0.000a

Independent
Variables

• Course
Format

1 1979.23 1979.23 29.00 0.000a

• Academic
Experience

4 237.65 59.41 0.87 0.483

• Life
Experience

2 574.09 287.05 4.03 0.016a

• Gender 1 11.59 11.59 0.17 0.681

Error 207 14129.69 68.26
a Significant association at p ≤ 0.050.

116

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
00

8

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Figure 1. Plot of the significant main effect for the life experience variable.

Conclusions
Based on the results of this study, it appears that students enrolled in

the accelerated 3-week summer versions of an introductory chemistry course
demonstrated a more robust chemistry content knowledge than students enrolled
in the 15-week fall versions of this course. This study also showed that students
who had graduated high school more than five years before taking this course
learned more chemistry content than students who had graduated five or fewer
years before taking this course. A comparison of these results to those from a
previous study (19) that looked at the final course grades for the same student
sample shows that the differences identified in this study between students in
the accelerated and traditional-length courses for their final examination scores
persisted in the assignment of their final course grades. This study also identified
differences in the final examination scores (after the pretest questions were
removed) based on the time span between high school graduation and taking
this course. However, these differences based on the life experience (age) of the
students did not result in differences in the grade distributions ultimately assigned
for these courses.

The superiority of accelerated over traditional-length classes in improving
student success has been reported in several content areas (1–3, 5–7, 10, 11, 13,
15, 16); this is one of the first studies to look specifically at chemistry content.
Greater student success in accelerated courses has been attributed to decreased
course fragmentation, increased student-instructor interaction, increased student
camaraderie, and greater student satisfaction (1, 2, 6, 8, 10, 11). In this study,
the improved performance of students in the accelerated course was attributed
to the instructional pace and fewer academic distractions compared to the
traditional chemistry course. The accelerated class covered the same material in
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the traditional course, but at a pace that was five times faster. This increased pace
forced the students to focus on the material each day if they were to be successful
in this course. The fact that this course met for five to six hours per day for five
days a week, it was difficult for these students to take another course during the
same semester, especially if they were working or raising a family. Taking only
one class allowed these students to focus their attention on a single subject instead
of splitting their efforts between two or more courses.

The literature results for life experience (age) are more limited, and somewhat
mixed. Geltner and Logan (7) found that older students were more successful
in traditional courses while Wlodkowski and Kasworm (5) and Caskey (12)
reported that older students were more successful in accelerated courses. The
results of this study showed that older students performed better on the final
examination than their younger counterparts regardless of whether they were
enrolled in the traditional or accelerated courses. We believe that the improved
performance of the older, non-traditional students in this study can be attributed
to the fact that these students tend to be more intrinsically motivated to succeed
(6). Future research in this area should attempt to address the issue of student
motivation and how it affects their performance in accelerated versus traditional
chemistry classes. This research should also look at students’ long-term retention
of chemistry content knowledge to determine if the superiority of the accelerated
class format persists over time.

This study was performed using existing data and showed several of the
advantages and disadvantages of a secondary analysis listed by Bryman (20).
Using this data set allowed for the analysis of four years’ worth of data that could
not have been easily collected as part of the first author’s doctoral dissertation,
and this allowed the researcher to focus on analyzing the data. These data were
useful in answering the research question regarding student success and how
it relates to course format, academic experience, life experience, and gender.
However, had the researcher been involved in the data collection process, the data
set would have been different. Having the pretest questions repeated verbatim
in the posttest could have led to an unintentional bias based on the length of the
course and students’ memory of the questions. In addition, it might have been
helpful to collect qualitative data in the form of student interviews to corroborate
or refute the proposed explanations regarding the greater performance on the
final examination for the older students and for those enrolled in the accelerated
courses.
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Chapter 9

General Chemistry Student Surveys:
Longitudinal Data about Which Factors Helped

Students Learn

Norbert J. Pienta*

Department of Chemistry, University of Iowa, Iowa City, IA 52242
*E-mail: norbert-pienta@uiowa.edu

A survey in which students assign value to course components
that they believe helped them learn in a first semester general
chemistry course was used over a ten year period to examine
changes in administrative and curricular processes. Students
were asked to judge the value of formal class meetings (i.e.,
lectures, discussions, and laboratories), course materials (i.e.,
books, study guides, end-of-chapter problems, and homework)
and other potential interventions (i.e., friends, paid tutors, and
study groups). These students also reported the amount of time
spent on in-class and outside activities, including study time for
the chemistry course. An analysis of the data shows that student
use of many course materials has changed over the years but the
choice of the textbook as one of the highest valued components
remains relatively constant. One change that is evident from the
data is that student ranking of study guides has decreased as the
use of e-homework has become more prevalent.

Introduction

The first half of a two-semester general chemistry sequence is a gatekeeper
course for many science, engineering, and pre-professional majors (1).
Information about student activities and expectations in such a course could
inform a broad range of curricular decisions. Starting in 1999 in anticipation
of curricular changes and every few years for the next decade, students in a
traditional two-semester general chemistry sequence were asked to rate course
components and the impact of those items on their learning. The longitudinal
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nature of the study, based on large numbers of similar students, provides trends
that define student behaviors, particularly those related to practices in the first
semester of general chemistry. Thus, students were asked to judge the value
of formal class meetings (i.e., lectures, discussions, and laboratories), course
materials (i.e., books, study guides, end-of-chapter problems, and homework)
and other potential interventions (i.e., friends, paid tutors, and study groups). In
addition, the same students were asked to report the amount of time spent on
in-class and outside activities, including study time for the chemistry course.

Background

University of Iowa students (ca. 30,000 total of which about 22,000 are
undergraduates) typically originate from Iowa (60%) or surrounding states (25%).
Undergraduate students come from the top half of their high school class. The
University’s College of Liberal Arts and Sciences, where a large majority of
students first enroll, requires three mathematics and three science courses as
part of the undergraduate curriculum. In anticipation of course pre-registration
during summer orientation, students take mathematics and chemistry diagnostic
tests online. Based on their scores, about 900 students place into a one-semester
preparatory chemistry course and another 900 into the first semester of the
two-semester sequence, Principles of Chemistry I. The “Principles” course is
offered as three lecture sections (team taught by three instructors) that meet 3
hours per week; a discussion section (24 students per section that are directed
by teaching assistants for one hour per week); and an integrated laboratory
component. The laboratory portion comprises two parts: a “case study session”
directed by an instructor that meets for 1.5 hours in alternating weeks with the
traditional laboratory experiment section, which meets for 3 hours the week
following the corresponding case study session. The case study session involves
presentation of material, work on activities, and discussions in anticipation of the
experimental work the following week. This laboratory design was implemented
in the fall of 2002. Students in prior years enrolled in the laboratory as a separate
2 credit course. More details about the course redesign and its assessment have
been reported (2).

A survey was created to determine the perceived value of course components
in Principles I (3). The paper instrument asked students to assign a value on a
Likert scale (1 = lowest, 10 = highest, 0 or blank = not utilized) to each item listed
in Table I. The survey was not administered until early in the spring semester so
that the students were describing the entire experience of the Principles I course
completed in the previous fall. The intention was to collect data about the course
in the absence of anxiety related to examinations or course requirements, and after
students had had some time to reflect on the experience. Thus, the data reported
herein are limited to those students who were enrolled in the second semester,
Principles II. This eliminated students who withdrew or failed Principles I or who
only chose to take one semester of chemistry. Most majors that require the course
call for both courses of the sequence. Engineering majors are often an exception
because most types of engineering only require Principles I. In spring 2003, the

122

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
00

9

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



survey was administered to the engineering students who had taken Principles I
the previous fall by collecting data in an introductory engineering methods course
in which all were enrolled.

Survey Components and Data

Table I contains the numerical data collected between 1999 and 2009 in
answer to the question, “What helped you learn and succeed in Principles I?”
Each student was asked to enter a number between 1 and 10 for each item and
was instructed to leave an item blank or enter a zero if an item was not relevant to
them. The components that were evaluated are listed in the first column. Values
appear for several different years in the subsequent columns. The years in the
table were the only ones in which the data were collected. The first number
in columns 2-6 is the average of the student scores, while the percentage in
parentheses represents the portion of respondents that evaluated that item. For
example, the average rating for the textbook in 1999 was 7.7 and 100% of the
261 surveys had a value entered.

The first issue is the matter of sampling. For all years except the last (i.e.,
2009), paper surveys were administered and collected in lecture classrooms early
in the semester. In 2009, paper surveys were collected in discussion sections.
Table II shows the number of surveys compared to the students enrolled in the
spring course where the surveys were administered and the enrollment of the
previous fall for which the questions were answered. For the enrollees, both the
number and the percentage (in parentheses) are reported. Thus, in the second
column with the “Fall 1999” heading, there were 261 surveys collected out of
a spring enrollment of 423 students (in Principles II) regarding the fall course
(Principles I) for which the enrollment was 712. The percentage of respondents
to enrollees is 62% and 37%, respectively. For the fall 2002 class, additional data
were collected from the engineering students using an engineering class they had
in common to administer the surveys. Those data are very similar the “Fall 2002”
column in Table I. It is not included here because it was not collected in any other
years.

In order to gauge how representative the survey values are, a population
analysis is appropriate. The attrition in enrollment between the fall offering of
Principles I and the spring offering of Principles II can be accounted for by the
number of engineers for whom the second course is not required; the students
that did not succeed in Principles I; and others who changed majors or left the
University. For example, the rate of D, F and W grades in the Principles I course
has been at ca. 15% during this period (i.e., about 100-150 students). Chemical
and biomedical engineers enroll in both semesters of general chemistry, as do
other students who are also classified as pre-medicine. An estimated 120-160
engineering students take one chemistry course, and based on 2002 data, their data
appear to match that of the remaining class population. As a result, the survey
is representative of the students from the fall who succeeded in that course (i.e.,
achieved a grade of C- or higher). Furthermore, survey sampling is consistent
across the years, making year-to-year comparisons appropriate.
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Table I. Student Survey Data for “What helped you learn and succeed…”

1= least to
10 = most

Fall 1999
N = 261

Fall 2000
N = 228

Fall 2002
N = 204

Fall 2005
N = 228

Fall 2009
N = 460

textbook 7.7 (100%) 8.1 (100%) 7.7 (100%) 7.3 (99%) 7.2 (99%)

solutions/study guide 6.8 (79%) 7.4 (90%) 7.0 (93%) 6.6 (75%) 4.5 (65%)

CD-ROM w/ text 4.0 (68%) 2.5 (56%) 2.4 (56%) 1.6 (34%) ---

text website --- --- 2.7 (55%) 2.5 (40%) 3.3 (43%)

lecture content 5.6 (99%) 6.5 (99%) 6.6 (98%) 7.4 (98%) 6.7 (96%)

lecturer interesting 4.5 (95%) 5.0 (97%) 6.4 (98%) 6.5 (95%) 6.0 (94%)

lecturer relevant 5.7 (96%) 6.3 (96%) 6.6 (99%) 7.0 (96%) 6.5 (95%)

course website --- --- 6.5 (94%) 5.9 (89%) 6.3 (89%)

EOC problems --- --- 7.1 (94%) 6.4 (91%) 5.7 (73%)

written homework 6.6 (98%) 5.4 (72%) --- --- ---

electronic homework 4.1 (42%) 3.6 (76%) 7.6 (98%) 7.0 (96%) 7.5 (98%)

discussion session 5.9 (97%) 4.3 (87%) 5.2 (98%) 6.0 (95%) 6.8 (98%)

case study session --- --- 4.9 (98%) 5.8 (96%) 6.4 (97%)

laboratory session --- --- 4.5 (98%) 5.3 (95%) 5.9 (96%)

TA office hours 4.1 (51%) 3.4 (52%) 3.0 (33%) 4.8 (46%) 5.4 (52%)

study group 5.9 (49%) 4.3 (46%) 4.7 (58%) 5.0 (45%) 6.0 (53%)
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1= least to
10 = most

Fall 1999
N = 261

Fall 2000
N = 228

Fall 2002
N = 204

Fall 2005
N = 228

Fall 2009
N = 460

paid tutor 3.5 (18%) 2.4 (26%) 1.9 (24%) 4.3 (18%) 2.7 (23%)

friends 6.8 (83%) 6.3 (73%) 6.1 (69%) 7.0 (80%) 6.8 (78%)
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Table II. Number of Surveys and Percentage of Class Represented

Fall 1999 Fall 2000 Fall 2002 Fall 2005 Fall 2009

number surveys 261 228 204 228 460

enrollees, spring
course

423
(62%)

354
(64%)

468
(44%)

492
(46%)

558
(82%)

enrollees, target fall
course

712
(37%)

677
(34%)

814
(25%)

850
(27%)

895
(51%)

Statistical analyses or comparison of data between years warrant consideration
of frequency distributions of scores for individual items. Plots of the distribution
of Likert scale scores versus the frequency of each score for fall 2009 data for
textbooks, solutions manuals (a.k.a., study guides) and lecture content appear in
Figure 1. The frequency scales are identical for all three cases. The textbook data
approaches a single-tailed distribution, while the lecture content values are more
evenly distributed. The solutions manual/study guide values appear bimodal with
one set of values centered between 1 to 2 and the other between 6 and 7. Other
examples (not shown) include ones with low average values like “paid tutors” or
the text CD-ROM forwhich the frequencies are broadly distributed. The frequency
distributions for textbook and lecture content are high, leading to the single-tail
pattern. In the case of the study guide, it appears that the distribution is bimodal
with a peak at 1.5 and 6.5. A possible explanation is that the lower-score group
finds very little value to these manuals.

Over the course of ten years, the instructors in a course change regularly
as do the textbook and accompanying course materials. In fact, comparison of
instructors from one year to another is confounded by having multiple instructors
in the course. Depending on the actual enrollment, either 2 or 3 lecture sections
would be used each fall, generally with one faculty instructor per section. In
fact, there is some homogenization because the course is team taught—a single
instructor teaches all sections for some portion of the course. The intention is
to equalize the experience. Common evening examinations for the entire cohort
are another course feature. As a result, the reported ability of these instructors to
make the lecture or presentation interesting and relevant represents an integrated
evaluation. (It also enables the presentation of the data here without singling out
individual instructors.) Thus, each of the columns in Table I represents a unique
set or combination of lecture instructors. The instructor for each section of record
appears as an entry in Table III; for example, one instructor taught both sections
in fall 2002.
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Figure 1. Three Plots of Survey Scores vs. Frequency for Fall 2009: Textbook,
Solutions Manual/Study Guide, and Lecture Content.
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Table III. Unique Instructors, Textbooks and e-Homework Products

Fall 1999 Fall 2000 Fall 2002 Fall 2005 Fall 2009

Instructors* A, B B, C C, C B, D, E D, D, F

Textbooks** A A B1 C B2

e-Homework*** A B C D D
* Letters represents different instructors. ** Letters represents different textbooks.
Numbers represent different editions of the same textbook. *** Letters represents different
iterations of e-homework.

The textbook was also changed several times over the decade (see Table III).
Textbook A was used in 1999 and 2000. Textbook B1 was used in 2002, and a
different edition of it (B2) in 2009. Textbook Cwas used in 2005. Given the 3-year
lifetime of a text edition, the changes are not unusually frequent. All three texts
can be characterized as common, top-5 selections. In the years including 2002
and subsequent to it, commercial electronic homework was selected in tandem
with the textbook packages. In 1999, electronic homework (e-Homework A) was
used on a voluntary basis—it was available as a supplementary activity without
course credit. In 2000, e-Homework B was required; the user interface and data
entry were not very “friendly” and the distribution of problems was skewed toward
difficult ones. Another product that offered tutorial help and feedback was adopted
in 2002 (e-Homework C) and yet another (e-Homework D) has been used for the
data in the last two columns in Table I. Electronic homework has been required
since 2002, and its value represents about 10% of the course grade. A summary
of e-Homework products also appears in Table III. In 1999 and 2000, written
homework was assigned from the end of chapters problems (i.e., EOC problems),
collected, and graded. Teaching assistant resources were limited and as a result
only a small percentage (ca. 10%) of randomly selected problems from the written
homework were actually graded.

Analysis and Discussion of Results

The data in Table I can be considered in two ways: the absolute or relative
score of each component or the changes of the scores or ranks over time. In several
instances, the latter are correlatedwith administrative or procedural changeswithin
the course. In order to compare the various course components, the Likert scale
scores were converted to percent rank scores, a conversion that makes year-to-
year comparisons clearer. The minimum absolute score becomes the zero percent
rank score, the maximum absolute score becomes the 100 percent rank value, and
intermediate values are scaled accordingly. Plots of the percent rank scores for
each year and each item appear in Figures 2 and 3.
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Figure 2. Percent Rank Score by Year for Selected Course Items.

For all but the last year (i.e., fall 2009) the textbook represents the highest
ranking item or is tied for that position. This is remarkable given the popular
belief that students no longer buy or use textbooks. However, discussions with
the managers of the two major bookstores in town confirm that Iowa students
buy (and sell) chemistry textbooks for the Principles courses at sufficiently high
numbers to corroborate the ranking. (Students buy and sell books to each other
and on the Internet so a detailed analysis was not attempted.) The high cost of
books is an issue on this campus, and the topic has been debated in the student
press (4, 5). There is no evidence to suggest that Iowa students regard books more
highly than other students; national survey data about student use of textbooks has
been collected by the TextRev website (now inactive) and the results have been
previously reported by Smith and Jacobs (6). How students use those textbooks
listed on the site may not match instructors’ expectations and may have changed
since the report was published. This is supported by the decline in rank for the
textbook between 2005 and 2009.

On the other hand, the rank of the solutions manual or study guide that
accompanies the textbook has changed markedly since 2000. This decrease
provides some insight into student study habits and is the result of changes in
course practices. During the same time, the perceived value of traditional written
homework and end-of-chapter (EOC) questions has also decreased. Students
currently get credit for the successful completion of electronic homework and
no tangible rewards for completing the EOC problems that are assigned but not
graded or otherwise evaluated. The decline in rank of the study guide and the
EOC questions are remarkably similar, again pointing to the historical use of the
solutions manual. Students depended on the study guide to help them with the
assigned problems. Even though the electronic homework may have problems
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taken directly from the EOC questions, the study guide is not perceived in the
same way by students. In fact, calculated problems on the electronic homework
often are set up to allow 3-4 attempts and do provide some help and tutorials.
When confronted with only one or two attempts remaining, many students seek
help from instructors and teaching assistants, as well as friends. But the written
explanation that appears in a study guide has lost considerable favor in this regard.

In order to promote the use of discussion sections and the teaching assistants,
the instructors in recent years have offered a small amount of credit (ca. 5%)
for attending and participating in teaching assistant-led discussion sections. As
a result, the perceived value of discussion sections has increased since 2002.
Students go to the discussion section to get the credit, and many additionally find
something of value. It is not clear whether the “free” points are the extent of this
value. If the students had learned to value their teaching assistants, one might
expect an increase in the value assigned toTA office hours. TAs are required
to spend 2 hours per week of “office hours” in a special classroom, and those
collective hours are spread out over the entire week to maintain a resource center
that is manned 40-50 hours per week. If the value of the discussion was simply
the TA, quality time with a smaller student-to-TA ratio during office hours might
be more highly appreciated by students. This is not to say that the individual TAs
are not valued—there could be several reasons why discussion sections and TA
office hours don’t track each other (e.g., student time constraints or inability to
overlap with one’s TA’s hours).

Paid tutors consistently rank at the bottom of the scale for interventions. The
Chemistry Department has maintained lists of potential tutors but little or no effort
goes into evaluating their ability to help or assessing their success at doing so.
Multiple venues exist for peer tutoring, including some students that are recruited
and trained by Residence Life staff to work evenings in various dormitories,
members of a professional service organization (Alpha Chi Sigma), and other
programs (Women in Science and Engineering, support groups for disadvantaged
students, and the tutoring program provided by the Athletics Department). Peer
tutors in a Supplemental Instruction program were available until the course
redesign in 2002, but the program was phased out when student participation
dwindled. Supplemental Instruction SI was successful historically (7, 8), as have
been more recent versions like PLTL (9–12).

In part, the student survey was devised to look at some changes in the
Principles sequence before and after a curricular change. Some items that
were introduced or terminated appear in Figure 2. The course redesign was
implemented in 2002, and was accompanied by course components that were
either added or deleted. The course redesign involved the integration of a separate
laboratory course into both semesters. Thus, in the old system students took two
3-credit-hour lecture courses (with three 50-minute lectures/presentations and one
50-minute discussion section) and one 2 credit hour laboratory course; the second
semester lecture course was the co- or pre-requisite for the lab. In the new system,
the laboratory is fully integrated with the lectures and discussion, creating two
4-credit-hour courses. The laboratory involves two distinct venues—the so-called
case study session and the actual laboratory. The former is convened for 90
minutes and serves as the preparation for the experiment in the following week.
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The case-study section takes its name from a contextual scenario and the meeting
time is filled with activities, discussions, safety and technique demonstrations and
some didactic instruction.

Figure 3. Percent Rank Score by Year for Additional Course Items.

For example, the first experiment is a qualitative analysis lab. In the case
study session, among other things, the students must devise a flow chart to
successfully identify an unknown from a three-component system. The process
prepares them for the following week when they must solve the identity of
an unknown from a group of twelve. For the energy and thermodynamics
experiment, the context is the energy balance for a runner—given the exercise
routine and the amount of calories consumed at meals, does the athlete need to
eat a power bar each day? The experimental session, which meets for 3 hours,
involves the calorimetric determination of energy contained in food items. Each
case study session includes all sections of students whose experimental lab
would meet at the same time (typically 2-4 sections or 48 to 96 students). The
case study session is directed by an instructor rather than teaching assistants.
The experimental sections, which always occur the week following case study
sessions, are conducted by teaching assistants.

The guided inquiry in the two different laboratory sessions in chemistry’s
redesign does not have a parallel in other introductory science courses on campus.
Students appear to have a better grasp of expectations and how to succeed
using the guided inquiry laboratories compared to traditional laboratories. Both
case study and laboratory sessions appear in the data in Figure 3, and both
have increased in their rankings slowly since their introduction in 2002 as our
experience with them improved. Homework written on paper and graded by
teaching assistants was phased out as an efficiency step and served to provide the
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additional TAs that became necessary after the course redesign. The publisher’s
website and a CD-ROM accompanying the book were phased out as unpopular
(and perhaps unnecessary). The latter two items (TA graded homework and
publisher’s website/CD-ROM) never appeared to be very useful in the opinions
of the students surveyed.

Lecture content data is listed in Figure 3 and appears well regarded, although
the values are not consistent. Perhaps the relatively high rank for this feature is
not surprising because the “lecture presentation” is a substantial portion of the
students’ time commitment in the course. In fact, most students do not have a good
appreciation for how they actually learn (vide infra). Another likely reason for
the high scores for lecture content comes from the population that was surveyed.
Because the survey data were collected in class, those who attend lecture value
this course component—they already declared their opinion by showing up. In fall
2009, a high percentage of students were polled (Table II, 82% of the Principles II
enrollment) and the perceived value of lecture is still quite high. Another survey
item is the course website, accessible via course management systems likeWebCT
and Desire2Learn. Most instructors have provided outlines of the course lecture
notes, practice examinations, and other tutorial materials on the course website.
It is not clear whether the lecture content and/or the course website refer to the
instructor’s lecture notes item on the rankings.

Several of the instructors encouraged the formation of study groups outside
of class, particularly during the earlier years reported in this study. Those groups
were intended to promote discussions and to help develop constructive habits of
mind. In addition, especially during the early years, students reported their friends
as valuable to success in the course, something they also reported during focus
groups. Study groups were formed using fellow students that lived nearby in a
residence hall or other students they met in discussion or lab. Friends were people
they knew (and presumably trusted) from high school. Unfortunately, no organized
attempts were made to exploit the apparent useful relationship between students
and their friends.

Accounting for Student Use of Their Time

Students were also asked to report how they spent their time in several
categories as part of the course component evaluation. Table IV contains a
summary of the reported time in class and outside of class, including time on task
working on chemistry. Because it seemed useful to be able to compare this with
the other activities in which the students would be engaged, several additional
categories of out-of-class activities were examined. The standard deviations in
Table IV are quite large, implying considerable variability among the respondents
but also suggesting that the students at this stage in their academic careers are
not very skilled at estimating their time. The average values for the in-class
time commitment are quite reasonable and consistent with schedules for science
majors. A typical 15 credit hour course load might include a laboratory or two,
resulting in average numbers like those reported here. The out-of-class values
are more variable, resulting in higher standard deviations. The average values
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are quite disappointing to many instructors because they are not the 2-3 hours
outside class for each hour in class. The times reported for studying chemistry are
consistent with the proportion of hours compared to a full load. A 4-credit-hour
Principles course is slightly more than 25% of the total course load and the 5-7
hours studying chemistry is consistent.

A substantial but not a great percentage of Iowa students work for wages, and
the number of hours per week is not overwhelming. On the questionnaire, several
examples of “living” were listed to clarify the category (e.g., eating, sleeping,
personal hygiene, laundry, moving among activities). Aweek comprises 168 hours
and some students accounted for half or less of their time. The survey form did
provide the number of hours in a week; for example, the total of the averages in
the column is 150 and 156 hours for 1999 and 2009, respectively. New categories
like sending text messages or viewing Facebook® pages may be appropriate for
future surveys.

Table IV. Students’ Reported Use of Their Time

Weekly Schedule
(avg hrs)

Fall 2000,
hrs

Fall 2002,
hrs

Fall 2005,
hrs

Fall 2009,
hrs

in class (all
courses) 16 ± 4 18 ± 5 18 ± 4 19 ± 7

studying out of
class (all courses)

19 ± 11 23 ± 15 20 ± 10 23 ± 15

(gen chem) 5.6 ± 4.1 5.0 ± 3.2 5.0 ± 3.0 7.8 ± 6.2

(e- homework) 4.0 ± 4.2 2.9 ± 2.0 3.0 ± 1.5 4.4 ± 4.2

working at a job 14 ± 7 (35%) 15 ± 8 (30%) 15 ± 10 (28%) 5 ± 11 (32%)

entertainment 14 ± 10 22 ± 18 17 ± 11 21 ± 18

“living” 77 ± 30 70 ± 27 77 ± 23 76 ± 36

Conclusions
Although not framed by a theory, surveys like the one reported here have been

used to inform decisions about course curricula and pedagogies (13). Iowa faculty
used these data to inform changes made during the implementation of the course
redesign; the implementation of electronic homework; changing homework
from “paper” to electronic; awarding small point value to discussion sections
in order to improve attendance; and other procedural changes. A distinction is
made here between what actually helps students learn versus what students value
among course components. The latter informs educators about where to look
for answers while the former provides those answers. One must know what the
behaviors actually are before attempting to explain them. For example, one can
speculate about whether textbooks are the best tools for student learning or even
generate a proper research study to understand the issue. The data here show that
students have apparently not abandoned the textbook and seem to find it valuable.
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Seasoned instructors who interact with large numbers of students in these classes
can report the myriad of ways that a textbook can be used—as a reference; to
clarify what an instructor said; to find algorithms to solve word problems; to
find data and information to use in solving problems; or a means to attain some
level of conceptual understanding of the content. A research study is necessary to
demonstrate the efficacy of the course component or to elucidate which reason(s)
motivate the use that makes the difference.

The student surveys and their administration over a long period of time
allowed the instructors in the general chemistry program at the University of Iowa
to understand and respond to student behavior in the Principles courses. In some
cases, the outcomes are correlated with student survey data, and in other instances
when additional information was available from focus groups and other sources,
more certainty can be ascribed to the changes. Many of the observations are
generalizable to other programs and institutions. Some are worthy of extensive
and formal explanation using the techniques and methodologies contained in this
volume and others that have appeared previously (14, 15).
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Chapter 10

Using Item Response Theory To Identify and
Address Difficult Topics in General Chemistry

Kimberly D. Schurmeier,a Carrie G. Shepler,b
Gary J. Lautenschlager,c and Charles H. Atwood*,d

aChemistry Department, Box 8064, Georgia Southern University,
Statesboro, GA 30458

bSchool of Chemistry and Biochemistry, Georgia Institute of Technology,
901 Atlantic Drive, Atlanta, GA 30332-0400

cPsychology Department, University of Georgia, Athens, GA 30602
dChemistry Department, University of Utah, Salt Lake City, UT 84112

*E-mail: chatwood@chem.utah.edu

We have employed the modern psychometric analysis tool Item
Response Theory (IRT) to analyze the results of 10 years of
computerized testing and final exam results on over 20,000
students. Our analysis indicates that there are 8 especially
difficult general chemistry topics which consistently cause
problems for our students. These topics are: 1) the Particulate
Nature of Matter, 2) Molecular Polarity and Intermolecular
Forces, 3) Understanding Quantum Numbers, 4) Use of the
Terms Strong, Weak, Concentrated, and Dilute in Relation to
Acidic or Basic Solutions, 5) Molecular Image Problems, 6)
The Mole Concept, 7) Solution Calorimetry, and 8) Inorganic
Nomenclature. Once identified, we hope that educators will
emphasize these topics in their teaching yielding improved
success rates in their classes.

Introduction

Many students see general chemistry as a difficult course, and they often
regard this course as an enormous obstacle to their academic and career goals.
Some students believe that general chemistry is designed to “weed out the weak”
(1). Chemical educators realize that in reality, general chemistry simply is a

© 2011 American Chemical Society
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course that requires high level conceptual understanding in addition to algorithmic
proficiency, a combination of skills that many students must work to develop.
This study’s primary goal was to identify the topics that are most difficult for
students to learn so that instructors could better facilitate students’ learning of
chemical concepts and development of the skills necessary to succeed in general
chemistry. A second research goal was to determine whether the difficulty of the
course was consistent from year to year.

To accomplish these goals, examinations given to students over a four-year
span from 2005 to 2009 were analyzed using Item Response Theory (IRT) and
questions that did not thoroughly assess students’ understanding of a topic were
removed from the question pool for future examinations. Questions were then
grouped by topic to determine those topics most challenging for students.

In this chapter we shall introduce the basics of IRT then show how we have
employed IRT to determine those topics which are most difficult for our students
as well as those that are especially easy. We hope that this will spur educators to
pay special attention to the difficult topics. We shall also allude to our future plans
to use this knowledge to identify “at risk” chemistry students early in the teaching
process.

Item Response Theory

Over the last thirty years, IRT has been employed to analyze students’
abilities, or success rates, in a wide range of subjects (2–8). Compared to Classical
Test Theory (CTT), IRT provides more useful detail on assessments. In particular,
by analyzing patterns in the assigned IRT question difficulties, chemical topics
that are especially difficult for students can be determined. Most chemical
educators are familiar with CTT, and here the major differences between IRT and
CTT are highlighted to provide a better understanding of the practicality of IRT.

Both methods provide insight into certain aspects of assessment. CTT can
be employed for small sample sizes and is simpler to perform. IRT is statistically
valid for larger sample sizes, preferably 200 or more. Analysis with IRT involves
choosing between one of the three possible IRT models, manually adjusting the
model parameters, and then allowing a computer program to iterate through the
data until the model converges. Using CTT, the mean, median, and Gaussian
probability distribution for the test can be calculated. For each test item, CTT can
also determine an item discrimination factor, by comparing the performance of
the top quartile of students versus the bottom quartile on that question. However,
CTT depends more on the subject group whose exams are being analyzed, as well
as upon the nature of the examination, than IRT. For example, if the same group
of individuals were given two different assessments on the same subject using
different assessment items, CTT analysis would likely yield different results for
the two assessments. When model assumptions prove reasonable, IRT analysis
is independent of the individuals assessed and the assessment items used. Rather
than assigning a mean and median, IRT assigns each student an “ability level”
based upon their responses to the assessment items. To a first approximation, a
student’s IRT ability level is a measure of their proficiency on the material being
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assessed. Additionally, each item on the examination is assigned a corresponding
difficulty level based upon those students with a given ability level (and higher)
who correctly answered the question. After the IRT analysis is performed, each
test item’s difficulty indicates how that item discriminates between students within
the entire ability range. This is an important distinction between CTT and IRT that
we have extensively employed.

Assessment reliability can be determined with both CTT and IRT. In CTT
the examination reliability is determined by calculating Kuder-Richardson 21
(KR-21) values, the value of which is measured relative to the test mean. With
IRT, examination reliability is found by generating a total information curve
that determines how accurate the assignment of student abilities is across the
entire ability scale. The examination reliability described in this chapter will be
measured by calculating both the KR-21 values and total information curves (9,
10).

Although many explanations of the fundamentals of IRT can be found in the
literature (9, 11, 12), we provide the basic mathematical details here for clarity.
The IRT program Bilog MG3 was used for the data analysis fitting procedure. IRT
analysis constructs an item characteristic curve (ICC) for each assessment item
using three-parameters in Equation 1; where b is the item difficulty parameter, a is
the item discrimination parameter, c is the pseudo-guessing parameter and θ is the
person ability level. Item difficulty and person ability are measured on a common
metric referred to as the ability scale. The ICC shows a plot of the probability, P(θ),
that a student with a person ability level, θ, will correctly answer the question being
analyzed.

There are three possible IRT models. In each case, the basic IRT equation
is employed, as shown in Equation 1. Student response data, in the form of a
file containing 0’s for incorrect responses and 1’s for correct responses to each
question, is iteratively fit to the IRT equation.

The number of parameters used in each of the three models is variable. The
one-parameter model, known as the Rasch model, employs only the difficultly
parameter, b, which describes how difficult (or hard) a question (or item) is. Bilog
MG3 displays the b value on a scale of typically -4 to +4 where -4 is an especially
easy question and +4 is a particularly difficult item. However, some especially
difficult items may exceed +4. The two-parameter IRT model employs the
difficulty parameter, b, and the discrimination parameter, a, which describes how
discriminating a question is between students with different personal abilities.
Personal ability levels for each student are determined from the IRT parameter
estimates (IPEs). Once IPEs are obtained and stored, Bilog MG3 is applied a
second time to the data to generate estimates of a personal ability value for each
examinee using either a maximum likelihood or a Bayesian estimation approach.
For a non-discriminating question, IRT analysis yields an a parameter of zero,
indicating that every student can answer the item correctly. Discriminating ability

139

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
01

0

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



of the question increases with a, where values of approximately 1 or higher are
considered to be discriminating questions. The most complex IRT model, the
three-parameter model, incorporates the aforementioned parameters, augmented
with a pseudo guessing parameter, c, designed to indicate the probability with
which a student can “guess” the answer correctly. Theoretically, a multiple choice
question with four possible answers has a c value ≈ 0.25. However, if distracters
in multiple choice questions are not carefully designed, the pseudo guessing
parameter can have values greater than 0.25. In theory, the pseudo guessing
parameter for non-multiple choice questions should be close to zero. de Ayala
(9) as well as Embretson and Reise (11) describe the mathematical details of how
IRT determines the pseudo guessing parameter. Essentially Bilog MG3 attempts
to estimate the value of the lower asymptote of the item response curve based
upon the responses of lower ability students.

The one-parameter Rasch model was not used in our analysis because the
inherent lack of flexibility proved too restrictive (13–15). All of the discussed
examinations were analyzed using either the two- or three-parameter item response
theory logistic models. As noted previously, a multiple choice question will have
an associated guessing factor due to the limited number of responses, while there
are, in principle, an infinite number of responses for a free-response question.
Therefore, the two-parameter model is optimal for free-response question analysis,
while the three-parameter model is most suitable for the analysis of multiple choice
questions. Certain free response questions did not fit the two-parameter model
well. In these cases, the three-parameter model was employed. This approach of
adjusting the analysis to suit the problem affords a more rigorous analysis than
the approach taken in previous studies in which a single model was assumed and
questions not fitting that model were excluded from the analysis (3, 5, 6, 8). Even
with the more complex three-parameter model being used for many questions,
there were still items that did not fit the model properly.

Ideal item characteristic curves are sigmoidal with a steep slope (greater than
1), indicative of the a value, and a midpoint that represents the b value. An ICC
with a slope equal to zero indicates there is an equal probability of every student
answering the question correctly regardless of that student’s personal ability. In
the limit of an infinite slope, the ICC will be a step function centered at an ability
level b. In this case, a student with an ability level greater than b will always get
the correct answer, while a student below this level will only answer the question
correctly by guessing. An example of a highly discriminating ICC is shown in
Figure 1.

The slope, a, of the curve in Figure 1 is 2.566 indicating a highly
discriminating question. The item ability, b, determined from the item’s ICC is
1.074 indicating that students with a person ability of θ =1.074 have a probability
of 0.533, calculated using Equation 2, of correctly answering the question (12).
Students with ability less than 1.074 have a decreasing probability of correctly
answering the question whereas students with abilities greater than 1.074 have an
increasing probability of correctly answering the question. Note that the guessing
parameter, c, for this question (indicated by the lower asymptote) is 0.066. This
indicates that all students, irrespective of their ability level, have at least a 6.6%
chance of correctly answering the question. In its present form, IRT does not
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presently account for student ability in assigning the probability of "guessing" the
correct answer. Intuitively, we would expect a decreasing probability of guessing
the correct answer with increasing item ability.

Figure 2 is an example of a poorly discriminating ICC. The item’s ability,
b, based on this ICC is 0.603 indicating that it discriminates between students
with lower abilities than the question shown in Figure 1. However, the other
parameters indicate this question was not well constructed. The small slope, a, of
0.399 indicates that it poorly discriminates. Furthermore, this ICC has a guessing
parameter, c, of 0.500 indicating that all students have a fifty percent chance of
guessing the item correctly. Theoretically, guessing parameters can range from
0.0 to 1.0. However, c values greater than 0.35 are undesirable due to the high
likelihood of students successfully answering the question regardless of their
knowledge (12).

Figure 1. Ideal item characteristic curve. This item characteristic curve has a
slope of 2.566 which is the item’s a value. This item has an ability of 1.074 (b)
with a guessing factor (c) of 0.066, indicated by the asymptote. The c value

indicates that 6.6% of the students guessed the correct answer. Reproduced with
permission from Schurmeier et al. J. Chem. Educ. 2010, 87(11), pp. 1268-1272 .

Copyright American Chemical Society.
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Figure 2. Poorly discriminating item characteristic curve. This ICC has a slope
(a) of 0.399, an ability (b) of 0.603, and (c) value of 0.500.

Test Reliability, Unidimensionality, and Validity

For an assessment to successfully determine student subject knowledge it must
meet at least two criteria: reliability and validity. Reliability refers to the test being
self-consistent and capable of reproducing the same result. In other words, a given
group of students taking the exammultiple times will always earn the same grade if
the exam is self-consistent. Two common CTT measures of test reliability are the
KR-21 measure and the Standard Error of Measure (SEM). KR-21 gives a relative
measure of reliability on a scale of 0.0 to 1.0 with reliability increasing with the
KR-21 value. Reliable college examinations usually have KR-21 values of 0.6 to
0.8 or higher (58). SEM indicates how reliably the test will reproduce the same
score for a given student. In other words, if a student took a given exam multiple
times, they should earn the same grade plus or minus the SEM each time. Table
1 lists KR-21 and SEM values for all of the tests discussed in this chapter. One
problem with KR-21 values is that they measure test reliability relative to the test
mean (58).
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Table 1. SEM and KR-21 reliability for each individual examination given
from the fall of 2004 to the spring of 2008

KR-21 SEM

Fall 2004

Exam 1 0.976 1.88

Exam 2 0.981 2.44

Exam 3 0.966 2.60

Final Exam 0.847 3.72

Spring 2005

Exam 1 0.966 2.02

Exam 2 0.978 1.87

Exam 3 0.978 1.78

Final Exam 0.841 3.84

Fall 2005

Exam 1 0.975 2.00

Exam 2 0.978 2.28

Exam 3 0.968 2.14

Final Exam 0.810 3.85

Spring 2006

Exam 1 0.970 2.10

Exam 2 0.983 1.62

Exam 3 0.979 1.59

Final Exam 0.811 3.79

Fall 2006

Exam 1 0.973 2.23

Exam 2 0.981 2.13

Exam 3 0.969 2.09

Final Exam 0.823 4.00

Spring 2007

Exam 1 0.974 2.23

Exam 2 0.971 1.85

Exam 3 0.982 1.68

Final Exam 0.773 3.55

Continued on next page.
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Table 1. (Continued). SEM and KR-21 reliability for each individual
examination given from the fall of 2004 to the spring of 2008

KR-21 SEM

Fall 2007

Exam 1 0.979 2.05

Exam 2 0.982 2.12

Exam 3 0.973 2.19

Final Exam 0.830 3.99

Spring 2008

Exam 1 0.982 1.93

Exam 2 0.984 2.07

Exam 3 0.984 1.84

Final Exam 0.838 3.63

One IRT reliability measure is the Reliability Index (or item-trait correlation)
which is a biserial correlation between ability and the item. In effect, this is a
measure of the discrimination ability of all the items in a given examination or
set of examinations. Reliability indices can have values between 0 and 1 with the
most reliable examinations having values close to 1. As can be seen from Table 2,
across the entire academic year our tests are reliably discriminating students over
the entire ability range.

Table 2. Reliability index of academic year examinations from the fall 2004
to the spring 2008 calculated using BILOG-MG 3

Academic Year Reliability Index

Fall 2004 – Spring 2005 0.979

Fall 2005 – Spring 2006 0.990

Fall 2006 – Spring 2007 0.990

Fall 2007 – Spring 2008 0.989

Unidimensionality must be present for exams to be assessed using IRT.
This indicates that the students’ responses to the test items are a function of the
students’ abilities and that an underlying trait (in this context general chemistry)
is associated with their responses. The unidimensionality of the response data
permits placement of students on the ability scale (9). To show unidimensionality
is present in the examinations, a correlation matrix was generated using the
statistics program SAS 9.1.3. Visual examination of the item pair correlations
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generated by SAS 9.1.3 showed a positive manifold between questions (16). This
method demonstrates that the same trait was being measured in the examinations,
which in this case is general chemistry.

Validity indicates whether the exam assesses the topics that it intends to test.
There is no single measure of test validity, but several factors are commonly
examined. For example, content validity focuses on the consensus of a group of
experts that an examination covers an array of topics necessary for mastery of
chemical knowledge at the appropriate level. All tests reported in this chapter
were reviewed by at least two faculty or staff members teaching the courses prior
to their being administered.

Item and Total Information Curves

Each ICC generated using IRT has a corresponding item information curve
that indicates which students, based on their ability, are best assessed by the
question. These individual item information curves are then integrated into a
total information curve that provides information about the reliability of the
examination. Figure 3 is an example of an ICC for an item in our test database
(Item 1) having an ability, b, of 0.723, discrimination factor, a, of 5.835 and
guessing factor, c, of 0.130.

Figure 3. Item characteristic curve for a test item. Figure generated from data
gathered on exam 1 fall 2003, 2004, spring 2004 and 2005. Item characteristic
curve indicates that this item has an ability, b, of 0.723, asymptote, c, of 0.130

and discrimination parameter, a, of 5.835.

Item information curves are plots of ability versus gathered information for a
specific exam question, and they are centered on the ability, b, calculated for that
item and are symmetrically distributed around the item’s ability. Just as a steep
slope for an item characteristic curve is indicative of a highly discriminating item,
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a tall, thin peak on an item information curve does the same. A shorter, wider
item information curve indicates greater uncertainty in the distinguished ability
levels corresponding to a shallow slope in the item characteristic curve having
an ill-defined midpoint. The item information curve (ICC) shown in Figure 4,
correlating to the same test question from Figure 3, indicates that this item provides
a great deal of information about students with an ability near 0.723; however, it
gives no information about a student with an ability greater than two since they
all answer it correctly. This curve will also give us no information about students
with abilities less than zero because they either answered the question correctly by
guessing or answered the question incorrectly.

Figure 4. Item information curve generated for the question discussed in Figure
3. Figure generated from exam 1 fall 2003, 2004, spring 2004 and 2005 data.

In Bilog MG3 total information curves (TIC) are generated by integrating
all of the item information curves for a single examination (or an entire year of
examinations) into a single graph. Total information curves take into account
the amount of information each item contributes to minimize the uncertainty of
the student abilities (9). Figure 5 is an example of a TIC for an entire year of
examinations. Exams written with a suitable range of item abilities and highly
discriminating items generate a total information curve with a large centered
information peak and standard errors that are small in the center and large on both
ends. Embretson and Reise (11) provide details as to how TIC’s are generated.
Licensing agencies design their assessments so that a critical number of questions
at the “passing” score (or person ability) level are included. This assures that
examinees who fail the exam have been fairly excluded. Computerized adaptive
testing, such as used in the Graduate Record Exam (GRE), is built based upon a
large bank of precalibrated examination items using a TIC to insure the ability
level of each examinee is estimated to a specifiable level of precision.
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Figure 5. Total information curve generated from the fall 2006–spring 2007
academic year.

As indicated in Table 1, CTT produces a single value SEM that is supposedly
applicable across the observed score range. However as shown in Figure 5, the
error in a student’s ability (amount of chemistry knowledge) is very small, toward
the center of the graph but greater on both ends of the ability scale. This is because
it is difficult to write assessment items that discriminate well between low F and F
students or between A and high A students. The TIC shown in Figure 5 indicates
that the students’ abilities are assessed with a small amount of error across the
majority of student ability levels. Even for the A and high A students (person
abilities near 2), application of the standard error to their assessed person ability
does not result in a change of grade level. This indicates that our assessments,
improved through the use of IRT, accurately distinguish student abilities across
the grade scale.

Computerized Testing
Beginning in academic year 2000-2001, computerized testing was instituted

in the Freshman Chemistry program at the University of Georgia (UGA) using
an in-house program, JExam, which has some features that are relevant to
this chapter (17–19). A longitudinal database of student performance on our
computerized assessments for nearly 11 years has been maintained. Much of the
information in this chapter is based on IRT analysis of a database of nearly 13,000
questions containing responses from approximately 7,000 students. All midterm
exams were administered using JExam while multiple choice final examinations
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were administered on paper so that the exam could be given to all students
simultaneously.

JExam questions are not solely multiple choice. In the tables provided below
are references to number entry (students enter a number into an appropriate
space), text entry (similar to number entry but with text), multiple answer
(similar to multiple choice but more than one answer is correct), and drop
down lists (students choose from several options which appear when the list
expands). Multiple response questions on a single item are commonly used. For
example, three separate number entry responses may be required in a question
such as, “How many protons, neutrons, and electrons are present in one atom
of ?” In this case the students should enter the number 15 in a box

labeled “Number of protons in one atom of =”, the number 20 in the

box labeled “Number of neutrons in one atom of =”, and the number
18 in the box labeled “Number of electrons in one atom of =.” If the
students miss any one part of this question, IRT analysis would indicate that they
had missed the problem entirely. While this is true of the IRT analysis, it is not
true of the students’ test grade analysis where they receive partial credit for the
correct responses.

Easy General Chemistry Topics

Unsurprisingly, some topics in general chemistry are relatively easy for
students. Their item abilities discriminate only between the very lowest student
abilities. Virtually all students correctly answer questions on these topics: unit
conversions, significant figures, balancing equations, oxidation states, reaction
stoichiometry (without excess reagent), electron configurations of elements,
determining empirical formulas, numbers of protons, neutrons and electrons in
an atom or isotope, atomic radii trends, solution dilution problems, ideal gas
law problems, interpreting phase diagrams, osmotic pressure problems, freezing
point depression problems, determining ΔHrxn from ΔHf, Hess’s Law and rate
law calculations. Because these topics are easier for students, less in-class
instructional time could be devoted to them in favor of more difficult topics.

Consistently Difficult General Chemistry Topics

A primary research goal was the use of IRT to determine those areas of a
typical general chemistry curriculum that confuse a majority of students and which
may be remediated by some instructional changes. In pre-existing research, those
topics were determined by looking at small sample sizes, usually around 100 or
fewer students (20–33). Our research uses approximately 1200 students each
academic year, thus providing more information on the difficult topics coupled
with greater statistical certainty. Furthermore, we used IRT to determine which
portions of our student population, based upon their determined personal IRT
ability levels, were troubled by these difficult topics. Difficult topics previously
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identified in the literature include: bonding, compounds in solution, equilibrium,
energy, chemistry on the molecular level, and nomenclature (21, 25, 34–37).

Several very basic general chemistry ideas are taught early in the academic
year. We found that if these topics are well understood by the students, they
can build upon that throughout the year. One of the most basic but incredibly
important ideas centers on the students’ understanding of the particulate nature of
matter. As Gabel and Johnstone have previously noted, chemists easily transition
between the macroscopic and submicroscopic understanding of nature using
chemical symbolism to develop a visual representation of the particulate nature
of matter (38, 39). Our research indicates that for a significant fraction of our
students relating chemical symbolism to a particulate understanding of molecules
posed a significant problem in their comprehension of chemistry which affected
their performance in the course. Our IRT research revealed to us the magnitude
of this problem for our student population.

Particulate Nature of Matter

After construction of the JExam testing system in 2000, data was collected for
four years without extensive analysis, and IRT analysis of the database began in
academic year 2004-2005. Question 1, Table 3 which asks students to a) type in
the name as well as b) the number of ions present in one formula unit of Al(NO3)3
and several other similar questions are among the most discriminating questions
in our entire database. Students that earn a low C, D or F on the exam consistently
miss this question.

Previous research has indicated that many students have difficulty grasping
the idea that ions have different structures than atoms and covalent compounds,
particularly polyatomic ions (24, 25, 40–43). Over the next two academic years,
several variations of questions on the particulate nature of matter were asked on
examinations and analyzed in an attempt to elucidate where the students struggled
in their understanding of this key topic. These relevant questions along with their
IRT data are presented chronologically in Table 3. The IRT analysis of these
questions indicated that students must earn an A, B or high C on the examination
to routinely correctly identify the following: a) the number of ions in an ionic
compound containing polyatomic ions, b) ionic versus covalent compounds, c)
a physical property that would be predicted by the knowledge of ionic/covalent
structure. Lower performing students fail to answer these questions correctly.
While there are many possible reasons why this concept is so problematic for
the lower ability students, the evidence is compelling that facilitating students’
understanding of the particulate nature of matter is a key component to improving
overall student performance in general chemistry.
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Table 3. Questions and Statistics Related to Particulate Nature of Matter

Question Options Question Type b value a value c value

1. How many ions are present in one formula unit of
the compound shown above?

Na2CO3
Na3PO4
Al(NO3)3

Number entry 0.857
1.230
0.843

0.108
0.290
0.149

0.001
0.001
0.001

2. How many potassium, oxygen, carbon, and
carbonate ions are present in one formula unit of this
compound? K2CO3

Number entry 1.074 1.104 0.001

3. How many oxygen atoms and hydrogen atoms
are present in one formula unit of Al(OH)3. How
many aluminum ions, oxide ions, hydroxide ions
and hydrogen ions are present in one formula unit
of Al(OH)3?

Number entry 1.034 0.386 0.152

4. Label each of the following as an atom, an ion, a
molecule, a formula unit or none of these.

MgS
O2
Mg
SO32−

Al3+

Drop down lists 1.330 1.583 0.111

5. Choose all of the (ionic or covalent) compounds
from the list below.

Ca(OH)2 LiN3
Sr3N2
CO2
NI3
CBr4

Multiple answer 0.653 0.817 0.161
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Question Options Question Type b value a value c value

6. How many mL of x M Sr(OH)2 are required to
make y mL of a z M Sr(OH)2 solution? What is
the molar concentration of the Sr2+ ions in the z M
Sr(OH)2 solution? What is the molar concentration
of the OH− ions in the z M Sr(OH)2 solution?

x, y, and z are variables ap-
propriate for this problem.

Ca(OH)2 and Ba(OH)2
were used in question

variations.

Number entry 1.325 1.212 0.001

7. There are 20.0 drops of solution in 1.00 mL of
solution. How many bromide, Br1−, ions are present
in x drops of y M MgBr2?

x and y are variables
appropriate for this

problem.

Number entry 1.660 1.180 0.001

8. What mass of FeCl3 would contain the same total
number of ions as 16.8 g of Al2(SO4)3?

Multiple choice 1.949 1.145 0.120

9. Which aqueous solution would have the lowest
vapor pressure at 25°C?

1 m NaCl
1 m Na3PO4
1 m MgCl2
1 m C6H12O6
1 m C12H22O11

Multiple choice 1.857 1.207 0.149151
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Molecular Polarity and Intermolecular Forces

Previous researchers determined that students struggle with the concept of
molecular polarity because they have specific misconceptions including the notion
that individual atoms have polarity (25, 44). Some students cannot combine the
concept of electronegativity with that of polarity (25, 45) while other students
have trouble visualizing molecular shapes (23, 45). Understanding molecular
polarity is a necessary, but not sufficient, condition to apprise the intermolecular
forces present in the liquid and solid states of a molecule. Consequently, it is
not surprising that students struggle with both polarity and intermolecular forces
(24–26, 28, 46). It has also been shown in earlier research that some students
believe that intermolecular and intramolecular attractions are the same (i.e. they
believe that covalent bonds and intermolecular attractions are one and the same)
(26, 28, 47). Over time, we have tried to isolate which of these misconceptions
have the greatest impact on our student population. Presented in Table 4 are
several questions developed in attempts to assess specific knowledge about
students’ understanding of molecular polarity and intermolecular forces.

For the students in this study, a direct question regarding which molecules are
polar or nonpolar (Table 4, Question 1) discriminated only between students who
earned a high or low F on exams. But combining the ideas of bond and molecular
polarity (Table 4, Question 2) makes the question more difficult; indeed, only A
and very high B students correctly answered it. However, as demonstrated later
in the discussion regarding acid strengths and solution concentrations, question
phrasing that places two seemingly contradictory ideas together is problematic for
students. In this case, the contradictory phrasing is a nonpolar molecule with polar
bonds.

Question 4 in Table 4 was answered correctly only by students earning
high A’s. Notice that this question again requires students to combine concepts
to achieve a correct answer. In this case, they must address the fact that all
molecules have London dispersion forces, but some molecules also exhibit other
intermolecular forces.

In an attempt to remove the possible difficulty of drawing Lewis structures,
the students were asked a question about intermolecular forces with both the
molecular images and the intermolecular forces provided (Question 6 in Table 4).
Three of the five image questions were extremely easy for students. However, two
of the items were significantly more difficult than the other three. The molecular
images used in the question are shown in Figure 6. The two difficult questions
used images 1 and 2 which ask the students to identify London dispersion forces.
Many A ability students were unable to answer these correctly. Since both
of these questions contained images of nonpolar molecules with an induced
dipole, we hypothesize that many students focused on the indicated attraction and
assumed it was a dipole-dipole intermolecular attraction without looking at the
molecular images of nonpolar molecules. Additionally, this problem was likely
difficult due to the large number of mental steps (m-demand or mental capacity)
needed to correctly answer the question. Students needed to identify and separate
the individual molecules, distinguish between the intramolecular bonds and
the intermolecular attractions, determine whether the molecules were polar or
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non-polar, reconcile the polarity and partial charges as temporary, induced or
permanent dipoles, and then identify the primary intermolecular force based on
the sum of those pieces of information.

To determine if the students struggled with drawing the molecules given,
determining if the molecule is polar, or both, students were asked Question 10
in Table 4. This question requires students to recognize that polar molecules are
water soluble and then choose the polar molecule from a series of pentavalent
phosphorus compounds. Only the highest ability students correctly answered this
question. However, the guessing factor is quite high indicating that many of our
students eliminated at least one of our distracters.

We conclude that molecular polarity and intermolecular forces are very
difficult topics for students to understand. Any time students are required to
determine molecular polarity or intermolecular forces based upon molecular
polarities, this topic will almost certainly discriminate the high ability students
from the rest. The only method found to simplify this topic to the point that
lower ability students correctly determine the forces is if molecular images with
intermolecular forces other than London dispersion are used.

Understanding Quantum Numbers

Electronic configurations of the elements, the basic rules of how the four
quantum numbers are related to one another, and the physical interpretations
that can be applied to each of the quantum numbers are taught simultaneously
in our course as in most general chemistry courses. While atomic electron
configurations were quite easy for students in this study, quantum number related
topics were very difficult. Other researchers have also found that many students
can remember the rules for quantum numbers, i.e. n, ℓ, mℓ and ms; however,
the physical meaning associated with these numbers tends to elude them (22,
25, 48–50). This is symptomatic of the recurring theme throughout chemistry
that students place stronger emphasis on memorization than garnering physical
understanding.

Given below in Table 5 are 9 questions that were administered to students
during the academic years from 2005 to 2008. The first question (Question 1 in
Table 5) asked the students to use their knowledge of quantum numbers, as well
as their understanding of the aufbau principle and Pauli exclusion. Only the A,
B and C students answered this item correctly. As soon as any application of
the quantum number rules (Questions 2 – 7 and 9) were asked, only the most able
students could correctly answer those questions. Even asking the students to apply
quantum numbers to an image of an atomic orbital was difficult for most students
(Questions 4 and 7). Question 8 was asked on a final examination after the students
had done poorly on an earlier mid-term examination containing quantum number
problems. The significantly lower question ability for problem 8 indicates that
in the intervening time between the mid-term and final exams, the lower ability
students either learned how to interpret quantum numbers and their associated
physical characteristics as well as electron configurations, or theymemorized these
associations.
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Table 4. Questions and Statistics Related to Molecular Polarity and Intermolecular Forces

Question Answer Options Question Type b value a value c value

1. Which of the following molecules are nonpolar? CCl4
CH2Cl2
CH3Cl
CHCl4
SiH2Cl2

Multiple answer 1.898 −0.485 0.192

2. Choose from this list of molecules the one that is
nonpolar but contains polar covalent bonds.

NH3
H2Te

SOCl2 (S is the
central atom)

BeBr2
HF

Multiple choice 1.456 1.522 0.217

3.Choose the dominant (strongest) intermolecular
attraction in the liquid state for each of the substances
listed below.

strontium sulfide, Sr2S
dimethyl ether,
H3C−O−CH3

methyl amine, CH3−NH2
carbon tetrachloride, CCl4

Drop down lists 0.889 1.377 0.132

4. Which response correctly identifies all the
interactions that might affect the properties of BrI?

•Dispersion force,
ion-ion interaction
•Hydrogen bonding

force, dispersion force
•Permanent dipole force
•Permanent dipole

force, dispersion force
•Dispersion force

Multiple choice 1.038 2.828 0.293
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Question Answer Options Question Type b value a value c value

5. Which bond would have the smallest intrinsic
bond dipole moment?

H−Br
H−F
H−I

H−O in H2O
H−Cl

Multiple choice 1.057 1.142 0.160

6. The intermolecular force depicted in this
representation is: ion−ion attraction, dipole−dipole
attraction, hydrogen bonding, or London dispersion
forces.

See Figure 6 Multiple choice 1.149
1.183
0.678
0.678
0.706

3.035
1.934
−1.712
−1.774
−2.667

0.125
0.114
0.004
0.004
0.004

7. Which of the following intermolecular forces is
associated with ALL types of compounds?

Ion−ion interactions
London Forces
Covalent bonding

Dipole−dipole interactions
Hydrogen bonding

Multiple choice 0.640 0.057 0.211

8. Which of the following interactions is the
strongest type of intermolecular force?

Ion−ion interactions
London Forces

Hydrogen bonding
Dipole−dipole interactions

Dispersion forces

Multiple choice 0.839 −1.605 0.182

Continued on next page.
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Table 4. (Continued). Questions and Statistics Related to Molecular Polarity and Intermolecular Forces

Question Answer Options Question Type b value a value c value

9. Consider the following pairs of liquids. Which
response contains all the pairs that are miscible and
none that are immiscible?

•Benzene, C6H6,
and hexane, C6H14

•Water and
methanol, CH3OH

•Water and benzene, C6H6

Multiple choice 1.734 1.176 0.319

10. A sample of PBr3I2 dissolves in water. The best
three-dimensional representations of five potential
structures are shown below. Which is the most likely
structure for this sample?

See Figure 7 Multiple choice 1.041 2.413 0.284
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Figure 6. Molecular Images Used in Question 6 of Table 4.

Figure 7. Molecular Images Used in Question 10 of Table 4.
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Table 5. Questions and Statistics Related to Understanding Quantum Numbers

Question Answer Options Question Type b value a
value

c
value

1. Choose the set of quantum numbers which would
not be correct for any of the electrons in the ground
state configuration of the element S.

n = 3, ℓ = 2, mℓ = 0, = +1/2

n = 2, ℓ = 1, mℓ = −1, = −1/2

n = 3, ℓ = 0, mℓ = 0, = +1/2

n = 2, ℓ = 0, mℓ = 0, = −1/2

n = 1, ℓ = 0, mℓ = 0, = −1/2

Multiple choice 1.520 0.387 0.250

2. Which quantum number describes the specific
orbital within a subshell that an electron occupies?

n
ℓ
mℓ

Multiple choice 1.025 1.650 0.148

3. How many d electrons are there in the ground
state electron configuration for the element Fe?
What is the value of the n quantum number for the d
electrons in Fe? How many of the d electrons in Fe
have +1/2 spins? How many of the d electrons in
Fe have −1/2 spins?

Number entry 1.519 1.869 0.073

4. What is the maximum number of electrons in an
atom that can be described by the following quantum
numbers? n = 4, ℓ = 2. Which image would best
represent one of the orbitals the electrons described
by n = 4 and ℓ = 2 would be in?

See Figure 8 Number entry and
Multiple choice

0.828 2.157 0.001
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Question Answer Options Question Type b value a
value

c
value

5. What is the maximum number of electrons in an
atom that can be described by the following quantum
numbers? n = 3, ℓ = 1.

Multiple choice 0.975 2.462 0.184

6. In the iron atom, how many electrons are in
orbitals for which the angular momentum quantum
number is 0?

2
8
6
10
26

Multiple choice 1.277 2.086 0.207

7. Which quantum number distinguishes between
the three p orbitals shown below?

The principle quantum number.
The magnetic quantum number.
The angular momentum quantum number.
The spin quantum number.
None of the quantum numbers.
See Figure 9

Multiple choice 0.956 1.553 0.133

8. What is the maximum number of electrons that
can be described by the following set of quantum
numbers? n = 5, ℓ = 3, mℓ = −2.

48
40
10
2
1

Multiple choice 1.607 0.413 0.122

9. How many electrons can be described by the n = 4
and ℓ = 2 quantum numbers?

Number entry 0.828 2.157 0.001
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Figure 8. Answer Options Used in Question 4 of Table 5

Students could also choose the response “Not enough information given to
answer the question.”

Figure 9. Orbital Images Used in Question 7 of Table 5
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Use of the Terms “Strong, Weak, Concentrated and Dilute” in
Relation to Acidic or Basic Solutions

Unfortunately for students, chemists frequently use common English words
or terminology but with a different and highly specialized connotation. This is
certainly true when it comes to the terms strong, concentrated, weak, and dilute.
For chemists, strong and weak refers to the behavior of electrolytes. Weak and
dilute refer to relative concentrations of solutions. This can present a serious
problem for students (40). It is not uncommon for students to believe that strong
and concentrated are equivalent terms or that weak and dilute connote the same
idea. Gabel pointed out that it is common to say such things as “the coffee is
strong” instead of the more correct “the coffee is concentrated” (38).

To assess this topic, questions were written that specifically addressed these
commonly confused terms. Almost all students could correctly pick a weak or
strong acid from a list of molecules (Questions 1 and 2 from Table 6). Essentially
85% of the students correctly responded to these two problems. However, if asked
specifically about the relationship of the four terms (Question 3), the question was
increasingly difficult. Only students with the highest ability answered it correctly.
Repeated conversations with students indicated that B and lower ability students
did not understand that strong, weak, and nonelectrolytes can all form concentrated
solutions. A significant fraction believed that only strong electrolytes can form
concentrated solutions.

When the examination question changed from understanding to applying the
phrases to molecular images (Question 4), it was found that students struggled
more with their molecular understanding of the term “dilute.” The most difficult
combinations occurred when the students were asked to identify the dilute/weak
acid and dilute/strong acid combinations. This is clearly one area of the general
chemistry curriculum requiring special emphasis in classroom instruction.
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Table 6. Questions and Statistics Related to Use of the Terms “Strong, Weak, Concentrated and Dilute” in Relation to Acidic or
Basic Solutions

Question Answer Options Question Type b value a value c value

1. Which one of the following is a strong acid? HI
HF

HNO2
HCN
HBrO

Multiple choice 1.580 −1.580 0.189

2. Which one of the following is a weak acid? HClO4
HCl
HBr
HI

CH3COOH

Multiple choice 1.124 −1.849 0.190

3.Select the substance(s) from the choose box at the right
that has the property listed on the left. There is only one
correct answer per property.
•Conducts electricity well in dilute aqueous solutions.
•Ionizes only slightly in dilute aqueous solutions.
•Can form concentrated solutions.
•Does not conduct electricity in aqueous solutions.
•Can form dilute solutions.

HCl
HF

CH3OH
HCl and HF

HCl, HF, and CH3OH

Drop down lists 1.681 2.486 0.041

4. Choose the picture that is the best representation of
a concentrated strong acid in solution. For the sake
of clarity, the dissolving water molecules have been
removed from these pictures. The legend for the pictures
is given immediately below. (Other questions of this type
asked the students to identify concentrated weak, dilute
strong, and dilute weak acid solutions.)

See Figure 10 Drop down lists 0.977
0.967
0.703
0.953

−0.053
0.017
1.086
0.977

0.213
0.256
0.237
0.186
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Figure 10. Molecular Images Used in Question 4 of Table 6

Molecular Image Problems

As indicated above, one of the most significant teaching challenges is
facilitating students’ understanding and interpretation of chemical symbolism.
Consequently, it was not surprising that problems based upon molecular images
were challenging for most students. Many of the topics taught in the general
chemistry curriculum can be assessed with incorporated molecular images. Other
studies have shown similar results (31, 35, 40–42, 51, 52).

Students were asked basic questions regarding physical changes,
stoichiometry, equilibrium, or kinetics. Only the lowest ability students were
unable to answer them correctly; this is shown by Question 1 in Table 7. When
molecular images were added to the problem, the difficulty increased and the
question became more challenging for students to answer correctly (Questions
2, 4, 5, 6, and 8). Lower ability students struggled with correctly answering an
effusion problem that asks the students to rank molecules or atoms that would
effuse the fastest, based upon molecular images (Question 3). Question 7 was
easier for students, likely because the question gave hints and prompts to make
them think conceptually about why they were choosing a specific image. For
example, two of the four image sets depicted chemical changes that might not
have distracted the low ability students. Question 6 also required students to
remember the solubility rules in order to choose the correct answer. Students had
to recognize that BaBr2 ionizes in water yielding aqueous Ba2+ ions and 2Br1-
ions not BaBr2 or Br2, both of which were distracters.
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Table 7. Questions and Statistics Related to Molecular Image Problems

Question Answer Options Question Type b value a value c value

1. Which answers are chemical changes and not
physical changes?

•Freezing of water
•Rusting of iron

•Dropping a piece of
iron into hydrochloric acid
(hydrogen gas is produced)
•Burning a piece of wood
•Emission of light by a
kerosene oil lamp

Multiple answer 0.636 0.501 0.191

2. The compound H4P2 boils at 57.5 °C. Choose
the picture that best represents what molecular H4P2
looks like after boiling has occurred. A purple ball
represents a phosphorous atom, and a white ball
represents a hydrogen atom.

See Figure 11 Multiple choice 0.622 2.572 0.243

3. Rank the following atoms and molecules based on
which would effuse the fastest. A red ball represents
an oxygen atom, a black ball represents a carbon
atom, and a white ball represents a hydrogen atom.
Assume all are gases at the same temperature.

See Figure 12 Drop down lists 1.291 0.854 0.283

4. The reaction occurring in these images is R⇌
B, where R represents a red ball and B represents a
blue ball. Using the following images at what time is
equilibrium first established?

See Figure 13 Multiple choice 1.037 1.465 0.189
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Question Answer Options Question Type b value a value c value

5. Depicted below is a reaction vessel containing a
mixture of H2 and Cl2 gas (before reaction begins).
The green spheres represent chlorine atoms, and the
white spheres represent hydrogen atoms. Chlorine
and hydrogen react to form hydrochloric acid, HCl.

Choose the image below that best represents the
reaction vessel if the reaction goes to completion.

See Figure 14 Multiple choice 0.926 1.450 0.197

Continued on next page.
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Table 7. (Continued). Questions and Statistics Related to Molecular Image Problems

Question Answer Options Question Type b value a value c value

6. Depicted below are 2 vessels: The one on the left
containing Ba(OH)2 and the other containing HBr
(before reaction begins). The blue spheres represent
bromide atoms, the white spheres represent hydrogen
atoms, the grey spheres represent barium atoms,
and the red spheres represent oxygen atoms. When
a reaction between these two reagents takes place,
what products are formed?

See Figure 15 Multiple choice 1.249 1.530 0.001
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Question Answer Options Question Type b value a value c value

7. The series of images below depict chemical or
physical changes. The starting image is on the left
and the ending image is on the right. Select the
image set that could depict the propane gas, C3H8,
condensing to a liquid.

See Figure 16 Multiple choice 0.969 −1.539 0.209

8. Consider the first-order reaction A → B in
which A molecules (blue) are converted to B (red)
molecules. Given the above pictures at t = 0 min and
t = 4 min, how many A and how many B molecules
will be present at t = 2 minutes? How many A and
how many B molecules will be present at t = 8
minutes? What is the half-life of the reaction?

Number entry 1.058 1.023 0.125
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Figure 11. Molecular Images Used in Question 2 of Table 7

Figure 12. Molecular Images Used in Question 3 of Table 7

Figure 13. Molecular Images Used in Question 4 of Table 7

Figure 14. Molecular Images Used in Question 5 of Table 7
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Figure 15. Molecular Images Used in Question 6 of Table 7

Figure 16. Molecular Images Used in Question 7 of Table 7

169

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
01

0

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 

http://pubs.acs.org/action/showImage?doi=10.1021/bk-2011-1074.ch010&iName=master.img-029.jpg&w=277&h=142
http://pubs.acs.org/action/showImage?doi=10.1021/bk-2011-1074.ch010&iName=master.img-030.jpg&w=240&h=335


The Mole Concept

Many students have a relatively small cognitive understanding of the mole
concept. While most students can easily work algorithmic problems that address
the mole concept, most students struggle with the underlying concepts of these
problems. (53–56). Some conceptual problems were developed that indicate
where their conceptual problems lie. Question 1 of Table 8 reemphasizes the
previously noted difficulty students have with their understanding of atoms, ions,
and molecules. Conversations with students indicated that they have little trouble
answering the first two parts of this question. Rather, they struggled with deciding
whether the number of atoms and molecules or the numbers of atoms are equal in
the two species. This idea was very difficult for students to grasp; indeed, only
the most able A and B students answered this question correctly.

Question 2 is a multiple step problem that may well exceed the working
memory of lower ability students. We estimate that there are at least three
necessary cognitive steps necessary before the students use the mole concept to
answer this question: 1) recognition that the masses of both samples are the same,
2) understanding that each sphere can represent a mole, so there are more moles
on the right, 3) use of the definition of molar mass to recognize that to have the
same mass with fewer moles means that the mass of each mole is greater. This
question discriminates between high and low C students, but not well. It was
hypothesized that this problem would have a higher ability; however, an item
very similar to this was given to the students on a practice examination. Their
familiarity with a similar problem likely affected the IRT values.

Solution Calorimetry

Even though the students performed several solution calorimetry experiments
during the course of the semester and the material was covered in lecture, this topic
was still difficult for lower ability students. This is in accord with the findings of
others (57). As seen from the question (Table 9), when asked to determine the
heat flow, moles of reaction, and ΔH for the reaction of aqueous PbBr2 and NaCl
solutions, only A and B students answered this item correctly. Essentially the same
results were achieved if aqueous NaOH and HCl solutions were used instead of
PbBr2 and NaCl.
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Table 8. Questions and Statistics Related to the Mole Concept

Question Answer Options Question Type b value a value c value

1. The density of Mg is 1.74 g/mL. The density of H2 is
8.9 × 10−5 g/mL. In the following responses compare 1.0
mole of Mg to 1.0 mole of H2.

The mass of 1.0 mole of Mg
is [drop down list] the mass
of 1.0 mole of H2.

The volume of 1.0 mole of
Mg is [drop down list] the
volume of 1.0 mole of H2.

The number of atoms in
1.0 mole of Mg is [drop
down list] the number of
molecules in 1.0 mole of
H2.

The number of atoms in 1.0
mole of Mg is [drop down
list] the number of atoms in
1.0 mole of H2.

Drop down lists where
the students choose
from these options:

<

>

=

1.847 1.419 0.102

2. Look at the following image and determine which
element on the left or right has the greater molar mass.

•Right
•They have the same molar
mass.
•There is not enough
information to answer.
•Left
•None of the above

Multiple choice 0.626 0.818 0.186
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Table 9. Questions and Statistics Related to Solution Calorimetry

Question Answer Options Question Type b value a value c value

1. A coffee-cup calorimeter having a heat capacity of
350.0 J/°C is used to measure the heat evolved in this
aqueous reaction.

PbBr2(aq) + 2 NaCl(aq) → PbCl2(s) + 2 NaBr(aq)

200.0 mL of 0.300 M PbBr2 are mixed with 500.0 mL of
0.300 M NaCl, both solutions are initially at 20.000 °C.
After thorough mixing, the temperature of the mixture
is 20.370 °C. Assume that the solutions have a density
of 1.00 g/mL and a specific heat of 4.18 J/g °C. Find
the amount of heat, in kJ, liberated or absorbed in this
sample. Remember to use + or − signs!

How many moles of reaction were consumed in this
sample?

What is the ΔH for this reaction? Remember to use +
or − signs!

q = [number entry]

n = [number entry]

∆H = [number entry]

Number entry 0.902 1.240 0.001
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Inorganic Nomenclature

The IRT analysis identified several inorganic nomenclature subcategories
that highly discriminated between students’ ability levels. As the nomenclature
rules for a given compound became more complex, not surprisingly, the questions
became ever more discriminating between higher-level students. For example,
exam results reveal that some students who earned F’s on the exam could correctly
answer questions about ionic compounds with transition metal cations (Question
1 in Table 10). However, both D and F ability students failed to correctly name
binary covalent compounds (Question 2). Essentially all of the A students could
correctly name ternary acids such as HIO2 (Question 3), whereas only our highest
A ability students could name ternary acid salts (Question 4). These results
suggest that increasing cognitive load may determine student performance on
inorganic nomenclature problems.

Table 10. Questions and Statistics Related to Inorganic Nomenclature

Question Question Type b value a
value

c
value

1. What is the correct name of this
chemical compound? CoBr3

Use the modern naming system.

Text entry 1.295 −0.420 0.001

2. What is the correct name of this
chemical compound? BrF5

Text entry 0.920 0.431 0.001

3. What is the correct name of this
chemical compound? HIO2 (aq)

Text entry 1.195 1.666 0.001

4. What is the correct chemical name
for this compound? RbH2AsO4

Text entry 1.005 2.854 0.001

Conclusion

General chemistry topics that are difficult for UGA students were identified
using IRT. Previous research has shown these topics to be universally difficult for
all general chemistry students, not just for students at UGA (24, 26, 35, 46–51,
53). However, previous research has not informed instructors which of these topics
were pervasively difficult throughout the ability levels of the student population.
This research correlated topic difficulty to the grades students earned on exams.
For example, we found that topics such as molecular level understanding and the
meaning of quantum numbers are difficult for all UGA students, except those who
earn A’s on exams. Other topics, such as understanding the difference between
an ion, atom, or molecule and calorimetry are difficult for only C, D and F level
students.

This study also elucidated the core chemistry topics that initially are difficult
for students and require emphasis in instruction at the beginning of the course.
For example, understanding the structure of ionic compounds (particularly
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polyatomic ions) is necessary to fully understand the number of ions dissolved in
solutions, a concept that impacts the following topics: acids and bases; strong,
weak and non-electrolytes; freezing point depression; boiling point elevation
and vapor pressure lowering. Understanding of bond polarity versus molecular
polarity is also difficult for many students, and is essential to understanding
intermolecular forces. We have found that helping our students understand these
core topics greatly improves success in the remainder of the course.

Recognition of which ability students do not grasp certain topics can
help instructors plan their lessons accordingly to emphasize specific topics.
Additionally, with knowledge of which topics are easy for all students, instructors
can feel more comfortable covering them in less detail and time in their classes.
While IRT has proven to be very informative about topic difficulty, future analysis
and research, such as student interviews, are necessary to determine why students
struggle with these topics.

Based upon this knowledge of difficult topics, we are working to identify
students that are on the verge of grasping the material using their performance
on assigned homework. Once identified, these “at risk” students have been
invited to interventional help sessions to discuss the specific, difficult topic in a
more innovative way that should lead to a better understanding of these topics.
Initial results of this work are promising and will be presented in a forthcoming
publication.
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Chapter 11

All Assessment Materials Are Not Created
Equal: The Myths about Instrument
Development, Validity, and Reliability

Jack Barbera*,1 and Jessica R. VandenPlas2

1Department of Chemistry and Biochemistry,
University of Northern Colorado, Greeley, Colorado 80639
2Department of Chemistry, Grand Valley State University,

Allendale, Michigan 49401
*E-mail: jack.barbera@unco.edu.

Educators and educational researchers strive to evaluate the
impact of teaching on learning. To perform these assessments,
we rely on instruments (e.g., surveys, questionnaires, tests,
inventories) constructed of various items. But how do we know
that the instrument itself produces valid and reliable results?
Incorrect student responses on any assessment can stem from
a number of sources. To truly uncover what information
students understand, educators and researchers need to not
only know whether students answers are correct or incorrect,
they must uncover why they are correct or incorrect. Carefully
constructed and validated assessment instruments can provide
a useful tool for this purpose. This chapter will explore several
myths regarding the development, validation, and reliability of
assessment instruments. The goal is to both inform instrument
users on what to look for when seeking out instruments as
well as to inform instrument developers on various validation
techniques.

© 2011 American Chemical Society
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The assessment of students is ubiquitous in chemistry education. We assess
everything from student preparedness for a course to the long-term retention
of knowledge. The results of these measures rely heavily on the quality of
the assessment itself, specifically the instrument used during data collection.
Educators and researchers use these data to not only assign grades to students,
but to inform decisions on topics such as curricular impact, course reform, and
knowledge structure.

Regardless of the focus of the assessment, the educator or researcher has two
options: 1) develop an instrument or 2) use an existing instrument developed by
others. This chapter is meant to inform both of these options. By providing details
on key points of the instrument development process and clearly defining the
variety of methods available to determine instrument data validity and reliability,
the chapter can be used as a resource to aid in selecting or developing the proper
assessment instrument for a particular task.

In this chapter we use the term “instrument” to refer to any ensemble of
items (i.e., questions or statements) used to evaluate or probe characteristics of
students. For example, an instrument constructed of multiple choice questions
can be designed to gauge students’ understanding of a specific chemistry concept,
or an instrument can ask students a series of open-ended questions to gauge
their self-efficacy about chemistry problem solving. An instrument designed to
measure an educationally relevant characteristic of chemistry students should
not be treated any differently than an instrument used in a chemical analysis.
As chemists, we choose scientific instruments (e.g., HPLC, GC-MS, NMR)
based on their intended purpose, accuracy, precision, and resolution. The quality
of the data obtained from a scientific instrument depends on the quality of the
instrument itself as well as how the instrument is used and calibrated. The same
characteristics should be considered when choosing and using an educational
instrument. Educational instruments are designed for a specific purpose (e.g., to
measure student content knowledge of thermochemistry) and should be chosen
based on their purpose. The term “validity” is used to describe the accuracy of
the data derived from an educational instrument. This characteristic lets users
determine if the instrument is measuring what it is suppose to measure (e.g.,
students’ content knowledge of thermochemistry). The term “reliability” is
used to describe the precision or reproducibility of the data derived from the
instrument. This characteristic lets users determine the consistency of the data
generated. These terms will be used throughout this chapter, which will discuss
the properties of educational instruments.

Why should chemistry educators care about the quality of their
assessment instruments?

The quality of an assessment instrument directly impacts the quality of the data
that is derived from it. We need educational data to inform everything from student
grades to the content of our courses. In order to make informed decisions on these
or any other educational aspects of a course, instructors or researchers need to
have an understanding of the quality of their data. For example, if an educator has
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designed a new methodology for teaching a concept, the educator needs to gather
data to understand the impact of this methodology on student understanding of the
target concept. If this data is not valid (accurate) nor reliable (precise), then the
educator may be falsely promoting (or redesigning) the methodology. Decisions
based on faulty data may impact the fairness of student grades, the adoption of
new teaching tools/methodologies, or the content of courses.

This chapter is notmeant to be a comprehensive trainingmanual on instrument
development, nor is it meant to provide an assessment or ranking of currently
available instruments for use in chemistry education. This chapter’s focus lies
solely in addressing a few myths regarding assessment instruments.

Myth 1: An instrument can be validated.

An instrument itself cannot be shown to be valid or invalid. The data
generated through the use of an instrument can be validated for a specific purpose
with a specific population. This is a very easily overlooked fact when shopping
for an assessment instrument. It is common to see journal articles referring to
“valid” or “validated” instruments, these terms refer to the data generated, not
the actual instrument. Several factors may lead to an instrument’s data being
rendered invalid.

1) If the instrument is used outside of the target population.
2) If the instrument is modified in any way, including:

a) adding or subtracting items,
b) changing the order of the items,
c) altering scoring procedures,
d) or modifying item language.

When an instrument is developed, the authors have a defined target population
(e.g., students in an introduction to chemistry course). This population serves
as the test sample on which the development, validity, and reliability results are
based. Using the instrument with a population outside of this target population
may alter the instrument’s results. The data collected from this instrument can
only be understood and interpreted in the context of this target population, as
every individual holds preexisting knowledge that can affect how the individual
interprets and responds to a question (1). Individuals outside of the target
population (e.g., students in a majors’ general chemistry course) may answer the
same question in the same way, but for different reasons. These students may also
provide answers based on context which is outside that of the target population,
yielding inconclusive results from the instrument. Therefore, we cannot assume
that an instrument developed for introductory chemistry students will provide
equally valid results for chemistry majors in a general chemistry course.

Modifications to the instrument itself, which may seem miniscule or benign,
may dramatically change what the instrument is measuring. This can render the
resultant data invalid. The addition or subtraction of items from an instrument can
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affect the content validity (see Myth 3 section for discussion of content validity)
or grouping of variables within the instruments subscales. Even the rearrangement
of items can affect the measured outcome (2). While the delivery format (online
or pencil-paper) of noncontent-based assessments does not affect their outcome
(3), it may alter the response rate and sample population used to establish validity
and/or reliability measures. Lastly, the way an instrument is scored may affect its
results. For instance, Likert-scale responses may change based on the size of the
scale (number of response options) (4), therefore, results may change if the scale
is collapsed or expanded (5).

What if there is not an instrument that meets my needs?

Any instrument can be modified and its results revalidated under a different
set of circumstances. This would expand the repertoire of useful assessment
instruments for use in chemistry education.

Myth 1 (An instrument can be validated) Debunked:

Instruments cannot be validated; the data derived from them can be shown to
be valid for a specific population under a specified set of circumstances.

Myth 2: Writing assessment items is easy.

In their development and validity protocol (6), Adams and Wieman state “the
entire process [from assembly to evaluation] takes very roughly a half person year
of a good Ph.D. level person’s time to carry out”. A large portion of this required
time (at least 50%) goes into producing and validating the items themselves. In
fact, the design and development of individual items for an instrument is the first
step to ensuring an instrument produces valid and reliable results. The creation
of instrument items has three distinct phases: 1) design, 2) development, and 3)
validation.

Item design entails how the items are presented in the instrument (e.g.,
multiple choice, Likert-type, free response) and also refers to where the ideas or
background information for the content of each item is derived. In terms of item
presentation, in his book Constructing Measures (7), Wilson dedicates an entire
chapter to the various formats. In lieu of being repetitive on this topic, interested
readers are referred to that resource. The information that informs the content of
the items themselves can come from either the author’s experiences in working
with the target population or reflect ideas from the literature. Either way, these
ideas are used to define the span and depth of the instrument.

The development of individual items for an assessment instrument entails
more than simply writing questions or statements. The development process
cannot take place in a vacuum. That is to say that it is not acceptable in an
assessment instrument for an author to write questions or statements without
input and feedback that involves the target population. Although it is acceptable
to use one’s own experience in designing the general ideas for the items, items
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developed without input from representatives of the target population often are
misinterpreted due to ambiguity in meaning or unclear vocabulary. For example,
a simple statement such as “I find equations helpful in understanding chemistry”
can have multiple problems. First, does the word “equation” refer to chemical
equations or mathematical equations? Second, what does it mean to be “helpful”
or to “understand” chemistry? The author of the item may have very specific ideas
of what information he/she will get from the item regarding student learning.
However, if students in the target population misinterpret the words or have very
different meanings for its phrases then what is the item actually measuring? It is
difficult for educators and researchers to remember back to freshman chemistry
and try to “think like a student”. Valuable information (and maybe even new
ideas) about instrument items can be derived from interviews with students.
Issues concerning an item’s wording and interpretation are quickly revealed in
an interview setting where students are asked to explain what the question is
asking (7). Such information regarding their interpretation of question wording,
graphs, figures, or equations used in an item can help the author develop a clear
and concise question.

Finally, before the results of an instrument as a whole can be validated, each
itemmust individually be shown to produce valid results with the target population.
This “item-level” validity begins with ensuring clarity in wording and meaning
during development, as discussed above. Once items are developed, a pilot version
of the instrument can be assembled. The pilot instrument should be administered
to the target population under the same conditions (e.g., one hour in-class with
bubble sheets) intended for the final version of the instrument. Results for each
item can then be evaluated for characteristics such as difficulty and discrimination,
these properties will aid in identifying items that do not function as expected. For
example, data may show that an item expected to be easy is actually very difficult
for the target population. This result may be due to a problem with the wording
or a representation used within the item; in any case, the item would need further
attention.

Myth 2 (Writing assessment items is easy) Debunked:

The validity of an assessment instrument’s data begins with the design and
development of its items. This process entails more than simply writing a set of
questions.

Myth 3: Validity is a purely subjective measure.

Once items are assembled into an instrument, data can be collected to gauge
the validity and reliability of the instrument in a given situation. Validity can
be thought of as the accuracy of the instrument (8), that is, does the instrument
measure what it is purported to measure? Validity can be measured in a variety
of ways, each providing a unique set of data about the instrument. There are two
main types of validity, construct validity and criterion validity, each with their
respective subsets. Construct validity refers to whether an instrument’s measure
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matches or correlates to the conceptual (or theoretical) variable it is designed to
measure. It is construct validity that answers the question: “Does the instrument
actually measure what we think it is measuring?” For example, an instrument
designed to gauge a student’s understanding of chemical kinetics should produce
data that supports a student’s knowledge (or lack of knowledge) of this topic.
This differs from criterion validity in that criterion validity (sometimes called
concrete validity) is the extent to which an instrument’s measures are related to
some concrete criteria in the “real world”. Criterion validity answers the question:
“Does the instrument predict the outcome of some other measure?” For example,
in the chemical kinetics example above, does performance on the instrument
correlate to other measures of performance (e.g., a kinetics experiment, problem
set, or stock exam questions)? Both construct and criterion validity can be broken
down into several subcategories, outlined in Figure 1. It is important to note that
not every subcategory needs to be accounted for to establish the validity of an
instrument’s results. The type of instrument and the intended use of its results
determine the required validity measures. For example, an instrument designed as
an assessment of students’ mathematical ability at the start of a physical chemistry
course would be expected to show predictive validity in terms of students’ course
grade. However, an assessment of the same students’ beliefs about the nature of
science would not be expected to have predictive validity in terms of their course
grade.

Construct validity is the most widely reported form of instrument validity.
Each of the subcategories shown in Figure 1 establishes a different form of
construct validity and hence means something different about the instrument
itself.

Figure 1. Map showing the main categories of Construct and Criterion validity
along with their respective subcategories. Each subcategory evaluates a unique

aspect of instrument validity.
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Face validity is a subjective measure of construct validity that simply refers to
whether the instrument appears to measure a proposed variable. To establish face
validity, an instrument developer needs to do no more than ask someone else to
look over the instrument and comment on if they “think” it will measure what the
author purports it to measure (e.g., knowledge of chemical bonding). This is the
weakest method for demonstrating construct validity. In the social and behavior
sciences, it is believed that this can be established using either novices or experts
as evaluators. However, for content related instruments, face validity should be
established with knowledgeable experts. It would be unlikely that a novice (i.e.,
non-chemist) could provide face validity on a chemistry concept instrument or any
other chemistry-content-rich assessment.

Content validity (sometimes called logical validity) refers to the coverage
of the content domain, as defined by the instrument developer, as well as the
importance and utility of the instrument. This subjective measure is established
by having a series of content experts review the instrument. A widely used
measure to establish content validity is to gauge the agreement between experts
on the importance or utility of an instrument’s items. For example, to establish
content validity for an instrument on general chemistry student misconceptions of
thermochemistry, an instrument developer would recruit chemists who regularly
teach this course. These content experts would comment on the coverage of
thermochemistry topics and the proposed misconceptions being addressed. In
his publication titled A quantitative approach to content validity (9), Lawshe
established a formula to calculate the content validity on an item that accounts for
the agreement and disagreement between expert evaluators.

While face and content validity should be established for all developed
instruments, they are relatively subjective measures and should not be the end
of the validation studies. Using one of the empirical measures (Figure 1) can
strengthen the construct validity of an instrument.

Convergent validity and Discriminant validity can be thought of as
contrasting properties that relate to the correlation between the variable measured
by the instrument and some other measured variable. Convergent validity would
be established by showing that measures that should be related are in fact related
(positively correlated). For example, the convergent validity of an instrument
designed to measure a student’s chemistry content knowledge can be established
by comparing the instrument’s results to some other stock assessment (e.g., an
American Chemical Society Exam (10)). One would expect these two measures
to show a positive correlation. In contrast, discriminant validity would be
established by showing that measures that should not be related are in fact not
related (uncorrelated). For example, the results from an instrument designed to
measure a student’s molecular level understanding of chemistry should not be
related to the student’s mathematical or reading abilities. These measures should
show little to no correlation. Discriminant validity can be used to ensure that
there are no confounding factors to the instrument, such that you can say the
instrument’s results are not dependent on reading ability or mathematical ability,
but rather measure only the specific variable intended.
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The subcategories of criterion validity are also shown in Figure 1. One type
of criterion validity, called predictive validity, relates to how well an instrument
predicts an other externally measured variable. In a study of predictive validity, the
instrument scores are collected first; then at some later time the external variable
is measured. A correlation between the two measures can then be established and
the instrument can be evaluated on its ability to predict the additional external
variable. For example, the predictive validity of standardized college entrance
exams, such as the SAT or ACT, has been established by correlating test scores
with college performance. In most cases, these exams are highly predictive of
student performance in the measured areas.

The concurrent validity of an instrument is its ability to measure something
it should theoretically be able to measure. For example, it is expected that an
instrument designed to measure students’ chemistry content knowledge should
be able to discriminate between introductory chemistry students and graduating
chemistry majors. Therefore, when this instrument is administered to these two
theoretically different groups of students, it should produce results showing that
the graduating students (hopefully) have more chemistry content knowledge than
the introductory chemistry students.

Myth 3 (Validity is a purely subjective measure) Debunked:

The validity of the data generated from any instrument entails both subjective
and empirical data, which when combined provide a basis for the accuracy of the
instrument.

Myth 4: Reliability implies validity.

The reliability of an instrument is distinctly different from the validity of the
instrument’s data. Validity is a measure of the accuracy of the data; reliability is
an assessment of the random error present in an instrument’s data. Reliability of
the data does not imply validity, an instrument can be relatively free of random
error thereby producing consistent data, but may not be an accurate measure of
the expected variable. An instrument needs to be evaluated for both components
using data generated with the target population.

The reliability of an instrument can be estimated in two different categories,
internal consistency and reproducibility. The internal consistency of an
instrument establishes the correlation among its items and evaluates whether
all items are measuring the true score rather than producing random error. The
reproducibility of an instrument is an estimate of how item scores correlate to
one another during measurements taken at different times. Internal consistency
measurements only require a single administration of the instrument, as opposed
to reproducibility measurements that require two or more administrations.

The internal consistency of an assessment instrument using scaled items
can be measured in a variety of ways. The two most widely used methods in
establishing internal consistency are the split-half method and the Cronbach’s
alpha calculation. Spilt-half reliability is determined by randomly dividing the
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instrument items into two sets. The correlation coefficient between the scores
of the two sets can then be used as an estimate of the consistency among items.
Because this method specifically uses two predetermined sets of data, it does
not give the most robust evaluation of the instrument’s internal consistency.
A more thorough analysis would be to perform the split-half method with
every combination of sets for an instrument. Cronbach’s alpha is essentially
the mathematical average of all possible split-half measurements. The alpha
coefficient is easily calculated by most statistical programs and is the most widely
reported reliability measure. Cronbach’s alpha scores range from 0.00 (complete
random error) to 1.00 (no random error). Ideally, the alpha value should be greater
than 0.7 (8) to establish good internal consistency, however, too high an alpha
value (>0.9) may imply significant redundancy within the instrument items (11).
The Kudner-Richardson (KR-20) coefficient is comparable to Cronbach’s alpha
but used for dichotomous data.

The reproducibility of an instrument is measured using the test-retest
method. This reliability measure requires two separate administrations of the
same instrument to the same group of participants. The correlation coefficient
between results is an estimate of the instrument’s reproducibility. Retesting
effects may confound this method. Mainly, the time between administrations may
alter a participant’s responses. If the time is too short, the results may be affected
by memorization. For instance, if participants know how they responded during
the first administration, they may be likely to answer differently if they believe
that that is what the researcher wants (why else would the researcher give the
same questions twice?). Or, respondents may try to simply duplicate their first
answers so as not to seem inconsistent. If the time is too long, the results of an
individual may be affected by true changes in the variable being measured. For
instance, an instrument designed to measure students’ expectations about a course
will be highly influenced by the course itself. Therefore, if the administrations are
spaced too far apart they may be measuring changes in expectations over time,
yielding an ambiguous reproducibility score. When reporting test-retest data, an
instrument designer should provide details on the time frame as well as how these
potential confounding factors were addressed.

The last assessment issue that falls under the reliability umbrella is that of
inter-rater reliability. Inter-rater reliability is a measure of the consistency
among a group of evaluators on non-scale items. This measure becomes important
whenever a participant’s response needs to be interpreted to yield a score or result.
Instruments that contain free-response items asking participants to “explain” their
answer are usually scored using a rubric. The reliability of the data therefore
lies in the consistency of interpretation. The consistency between evaluators
is calculated using the kappa statistic, which ranges from 0 (all random error)
to 1 (no random error) and is easily calculated using most statistical software
packages. Values of kappa greater than 0.8 are “very good”, values between
0.6-0.8 are “good”, those below 0.6 are “moderate to poor”. If the scores from
independent raters are below the “good” range then the raters need to be trained
or the rubric modified to produce more consistent results (12).
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Myth 4 (Reliability implies validity) Debunked:

Instrument reliability is a complementary measure to the validity of its
data. An instrument’s data must be shown to be valid (accurate) first, and then
reliability should be determined. A measure such as a Cronbach’s alpha or KR-20
does not imply that the instrument produces valid results, only that it has internal
consistency.

Myth 5: All assessment instruments are created equally.

There are many existing assessment instruments published in peer-reviewed
journals and readily available on non-journal web sites. For the purpose of
this chapter, these instruments fall into two broadly defined categories, content
and noncontent-based. Content-based assessments are those that target student
knowledge about chemistry or chemistry related material. Noncontent-based
assessments are those that address areas such as student attitudes, goals, or
motivation.

Regardless of the category, there is no universal methodology for the
development protocol of an assessment instrument. Tables 1 through 4 present
an overview of some currently available instruments being used in chemistry
education. This is not an exhaustive list, the examples provided cover a range
of topics, development procedures, and validity/reliability studies. Chemistry
educators and researchers looking for an instrument to use in their classrooms or
research are encouraged to utilize the vast array of chemistry and science education
journals available to uncover many more instruments than can be presented here.
The tables are meant to show the broad range of procedures utilized by instrument
developers for their respective instruments. These tables provide a quick reference
list of each instrument’s general details (Tables 1 and 3) and an overview of their
development procedures and validity/reliability studies (Tables 2 and 4). These
tables are NOT a comprehensive analysis of the instruments, and do not provide
any determination on the quality of the instruments themselves. These tables
comprise information provided by developers in journal articles and conference
proceeding regarding their readily available instrument. Readers are encouraged
to consult each instruments reference for further details and definitions. As each
category in the tables encompasses a vast amount of information, each table
should be used as a guide only. Previous sections in this chapter explain many of
the tables’ variables.

Myth 5 (All assessment instruments are created equally) Debunked:

There is a wide range of development protocols being used for chemistry
education instruments; these may differ based on the type of instrument and its
intended goal. Some protocols may provide more robust instruments than others.
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Table 1. General details of the content-based instruments used in chemistry education

Title Topic Number of Items Response Type Target Population

Covalent Bonding and Structure
Concepts (CBSC) (13)

Covalent Bonding and
Structure 15 Two-Tier Multiple

Choice High Schoola Chemistry

Chemistry Concept Inventory (CCI) (14) First Semester General
Chemistry 22 Multiple Choice College Chemistry

Chemistry Concept Inventory (ChCI)b (15) First and Second Semester
General Chemistry 20 (each) Multiple Choice College Chemistry

Introductory Thermal Concept Inventory
(ITCE) (16) Thermodynamics 26 Multiple Choice High School/Collegec

Chemistry and Physics

Mole Concept Test (MCT) (17) Mole Concept 20 Varies based on
questiond College Chemistry

Conceptions of the Particulate Nature of
Matter and Understanding of Chemical

Bonding (PNCB) (18)

Particulate Nature of Matter
and Chemical Bonding 10 Two-Tier Multiple

Choice High Schoole Chemistry

Test to Identify Student Conceptualization
(TISC) (19) Chemical Equilibrium 10 Two-Tier Multiple

Choice College Chemistry

a Test population: Grade 11 – 12 Australian students. b Two separate instruments, same development protocols, different study populations. c Test
population: Grade 10 – 13 Australian students. d Multiple types of questions:

1) Multiple-Choice
2) Two-Tier True-False
3) Two-Tier Multiple-Choice
4) Problems

e Test population: Grade 9 and 10, boys school in Singapore.
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Table 2. Development and validity/reliability details of the content-based instruments used in chemistry education. Mark (X)
denotes information reported by instrument developers.

CBSC CCI ChCIa ITCE MCT PNBC TISC

Literature Basis X X X X X X

Interviews X X X XResearch with Target
Population Pilot Study X X X

Question/Statement
Development

Author Derived X X X X X X X

Difficulty X X X X X
Item Statistics

Discrimination X X X X X

Face X X X X X X

Content X X X X X X

Discriminant
Construct

Convergent X X

Concurrent X

Validity Studies

Criterion
Predictive

Internal Consistency X X X X X X X
Reliability Studies

Test – Retest
a Two separate instruments, same development protocols, and different study populations.
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Table 3. General details of the noncontent-based instruments used in chemistry education

Title Topic Number of Items Response Type Target Population

Attitude toward the Subject of Chemistry
Inventory (ASCI) (20) Attitudes 20 (5 categories) Semantic Differential College Chemistry

(General)

Chemistry Attitudes and Experiences
Questionnaire (CAEQ) (21)

Attitudes, Self-Efficacy,
and Learning Experiences 21/17/31a Semantic

Differential/Likertb
College Chemistry

(General)

Chemistry Expectations Survey
(CHEMX) (22) Expectations 47 (7 categories) Likert College Chemistry

(Community and General)

Colorado Learning Attitudes about
Science Survey (CLASS) (23) Beliefs 50 (9 categories) Likert

College Chemistry
(Nonscience through

Graduate)

Chemistry Self-Concept Inventory
(CSCI) (24) Self-Concept 40

(5 categories) Likert College Chemistry
(Nonscience and General)

Group Assessment of Logical Thinking
(GALT) (25)

Piagetian Logical Thinking
Ability 21c Multiple Choice Grade 6 - College

Metacognitive Activities Inventory
(MCAI) (26)

Metacognition in Chemistry
Problem Solving 27 Likert College Chemistry (General

through Graduate)

Motivated Strategies for Learning
Questionnaire (MSLQ) (27)

Motivation and use of
Learning Strategies

81 (2 sections/15
subscales) Likert College students in any

discipline

Continued on next page.
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Table 3. (Continued). General details of the noncontent-based instruments used in chemistry education

Title Topic Number of Items Response Type Target Population

Purdue Visualization of Rotations
Test (ROT) (28) Spatial Ability 20 Multiple Choice College Chemistry (General

and Organic)

Student Assessment of Learning
Gains (SALG) (29) Course Evaluation 46d Likert College Chemistry

(General)
aNumber depends on section (attitude/self-efficacy/learning experiences). bAttitude and self-efficacy sections are semantic differential, learning experiences
is Likert. c Original instrument contains 21 items, a 12 item version does exist but validation data could not be found. d There are 46 items present in the
“Template” version of the SALG. Users are encouraged to add, delete, or modify these questions to fit their particular needs.
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Table 4. Development and validity/reliability details of the noncontent-based instruments used in chemistry education. Mark
(X) denotes information reported by instrument developers.

ASCI CAEQ CHEMX CLASS CSCI GALT MCAI MSLQ ROT SALGd

Literature Basis X X X X X X X

Interviews X X X XResearch
with Target
Population Pilot Study X X X X X

Question/Statement
Development

Author Derived X X X X X X X X

Face X X X X

Content X X X X X

Discriminant X X Xc
Construct

Convergent X X X X Xc

Concurrent X X X X X X X

Validity Studies

Criterion
Predictive X X X

Internal Consistency X X Xa X X X X X X
Reliability Studies

Test – Retest X b X X
a Based on faculty responses. b Authors report Test-Retest data but this reliability measure was incorrectly performed. c Based on original 30 item
instrument, not the currently available 20 item version. d Authors state that the original 46 items could not be shown valid or reliable, as users are
encouraged to add, delete, or modify items to fit their particular needs, no validity or reliability data exists.
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Chapter 12

Assessing Conceptual versus Algorithmic
Knowledge: Are We Engendering New Myths

in Chemical Education?

Thomas Holme*,1 and Kristen Murphy2

1Department of Chemistry, Iowa State University, Ames, Iowa 50011
2Department of Chemistry and Biochemistry,

University of Wisconsin – Milwaukee, Milwaukee, Wisconsin 53201
*E-mail: taholme@iastate.edu

Studies over the past two decades have emphasized a gap
between relatively weak student performance on conceptual
items versus traditional items. The ACS Examinations Institute
has released a pair of exams for general chemistry in which
items are intentionally paired with one conceptual and one
traditional item. This paper describes data from statistical
analysis of the item pairs, and notes that for these exams,
this gap is not evident, as overall performance is better on
conceptual items. Possible implications for teaching and for
research in Chemistry Education are noted.

Introduction

The prospect that students may learn quantitative problem solving skills
within chemistry while not understanding the conceptual basis for the content
has been of interest for over 20 years. For example, Nurrenburn and Pickering
found that conceptual understanding of stoichiometry lagged behind quantitative
understanding (1). Subsequently, several groups have confirmed this as well
as determined other features. Pickering established (2) that performance on
conceptual questions in general chemistry was not a predictor of success in
organic chemistry. Sawrey showed that difficulties with conceptual items were
found for students with both high and low performance on traditional quantitative
items (3). Nakhleh and coworkers carried out a series of studies that further
established the gap between conceptual understandings and algorithmic problem
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solving skills and sought pedagogies to mediate that gap (4–8). More recent work
by Niaz (9) and Cracolice (10) continues to identify ways in which conceptual
knowledge lags behind algorithmic knowledge in chemistry students. A key
component of all of these studies was the use of the paired-question format, where
student performance comparisons are drawn from multiple choice item pairs
that are designed to provide data about conceptual and algorithmic knowledge
separately. The ACS Exams Institute provided a specific tool for this type of
assessment in 1997 (11) and updated the general chemistry paired questions
exams in 2005 and 2007 (12, 13).

The importance of conceptual misunderstandings that were uncovered via this
methodology led to a wide range of studies that identified student misconceptions
(or alternate conceptions) in a number of content domains of chemistry (14–16).
In addition to identifying the existence of misconceptions, it is arguable that
this data led to changes in the manner in which textbooks presented information
about chemistry at the particulate level. Thus, over the past 20 years, since
the conceptual/algorithmic gap was first uncovered, there has been both further
research and pedagogical responses.

This chapter provides information about student performances on the 2005
Paired-Questions First-Semester General Chemistry Exam (GC05PQF) and the
2007 Paired-Questions Second-Semester General Exam (GC07PQS) that were
released by the ACS Exams Institute. These exams have been used nationally
for several semesters, and the norm generation process of the Institute (17) has
allowed for the consideration of item-level analysis of each exam over several
thousand student performances. This information can be used to establish two
key things. First, the previously identified gap that was abundantly clear 20
years ago (1–3) is perhaps not as prominent or as unidirectional today. There
are currently item pairs for which student performance on the conceptual item
is better than on the algorithmic item. Second, these paired-questions exams
show how important the measurement of student performance can be in terms of
understanding what students are learning in general chemistry. In particular, exam
design plays a critical role in observations about student learning. The current
exams show a smaller gap, not only because the student performance database
is sensitive to changes in pedagogy and curriculum over the past 20 years, but
also because the designers of the exam itself sought an instrument in which the
conceptual items and traditional items had more nearly equal performances. This
chapter provides abbreviated national normative data for the two exams and also
considers guidelines for how the results of these particular assessments are best
framed in terms of current pedagogy and learning, and measurement theories.

Exam Development and Structure

The paired questions exams were prepared in a manner similar to the standard
procedure for ACS Exams (17). The key difference is that not all items in each
exam were developed originally for the exam. A number of items were obtained
from already released exams. Nonetheless, after all workable item pairs were
gleaned from available items on released exams, it was determined that some
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content areas were not adequately covered and specific items or item pairs were
developed for the exam. A trial-test phase of the development was undertaken so
that student performances could provide statistical data to determine which pairs
of items to include on the released exam. This process also led to the development
of pairs of items that illustrate item pairs in general chemistry, while not having
the security restrictions that forbid the publication of items fromACS Exams. One
such pair, from the first-term exam is shown in Figure 1.

Figure 1. Illustration of paired questions. The content area for this pair is gas
laws. C1 is classified as conceptual, while T1 is classified as traditional.

Note that this pair was not used on the released exam so it can be reproduced
here and referred to as an example of the paired-item format. It is also important
to note that this conceptual item does not involve particulate-level representations
of chemical systems as were used in the original work (1–8). There are conceptual
items on the exam that utilize diagrammatic representations, but the construction
of conceptual items is notably broader than this construct. Diagrammatic
representations include graphical representations of data, such as a phase diagram
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or the image included in Figure 1, but do not include schematic depictions of
matter at the particulate level.

Given this basic structure for item pairs, the overall released exams are
constructed from 20 pairs. Tables I and II provide the overall structure of the
exams in terms of content.

Table I. Content coverage of item pairs for First Term(18)

Topic Number of item pairs

Properties of Matter 3 ( 6 items)

Atoms, Elements and Compounds 1 ( 2 items)

Gases 3 ( 6 items)

Stoichiometry 5 (10 items)

Solutions and Concentration 2 ( 4 items)

Atomic Structure 1 ( 2 items)

Molecular Structure 4 ( 8 items)

Thermochemistry 1 ( 2 items)

Table II. Content Coverage of item pairs for Second Term(18)

Topic Number of item pairs

Equilibrium 3 (6 items)

Kinetics 2 (4 items)

Thermodynamics 3 (6 items)

Electrochemistry 3 (6 items)

Solutions 3 (6 items)

Acid/Base chemistry 4 (8 items)

Nuclear chemistry 2 (4 items)

Data that is returned for norm purposes, and reported here, is from students
who were allowed 55 minutes (maximum) to complete the released exam.
Instructors who purchase the exam are provided with the specific pairings. The
conceptual item occurs earlier in the exam than the traditional item, in 39 of the
40 pairs of items. (The exception occurs in kinetics for the second-term exam,
and was the result of formatting issues related to the items and their locations on
the page.)
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Basic Item Statistics

The Exams Institute calculates item statistics for all released exams based on
classical test theory. The item difficulty is assigned as the fraction of students
who answer it correctly. This definition results in a counter-intuitive scale, where
an items with a higher difficulty value is answered correctly by more students.
The second commonly calculated item statistic is the discrimination, calculated by
subtracting the fraction of correct answers among the bottom performing students
(as determined by their total score on the exam) from the fraction correct among
the top performing students. The number of students in the sample for “top” and
“bottom” may be varied, and for the values presented in this work the top quarter
and bottom quarter of students are used in the calculations. Additional information
about overall norms and item statistics have been published elsewhere (18).

The item statistics presented for the first-term exam are determined from
3073 student performances from 12 colleges who contributed data voluntarily.
For the second-term exam the sample is derived from 3557 students from 9
colleges. Some large courses are included in this data, and in these cases, there
are typically multiple sections present, thus there are more than 21 instructors
associated with the data included here. Schools that returned data included
large research institutions, comprehensive universities, liberal arts colleges and
community colleges. The majority of student performances come from large
research institutions in part because of the large size of the general chemistry
classes at these institutions.

Looking at the data in Tables III and IV there are several key points to
consider. First, the number of items for which student performance is better on
the conceptual item than the traditional is 10/20 for the first term and 9/20 for the
second term exam. Second, the average difficulty for conceptual items is 0.653
and 0.513 respectively for the first term exam and second term exam. The average
difficulty for traditional items is 0.598 and 0.538 respectively. Thus, in terms of
a mean behavior, conceptual item performance is slightly better on the first term
exam and traditional item performance is slightly better on the second term exam.
Finally, in topics where there are more than one item-pair it is quite uncommon,
over the entire content domain, for performances to exclusively favor one style
of item or another. The only examples are in second term thermodynamics and
nuclear chemistry where the traditional item shows higher performance in all
pairs for that content.

These observations are clearly tied to the test design. Because item choices
for the released exams are predicated on performances based on the trial test phase
of the exam, the exam committee made conscious choices to have pairs that favor
one type of item over another. For example, at the trial exam stage for the first term
exam, the average difficulty and discrimination of the conceptual items that were
chosen for the released GC05PQF exam were 0.650 and 0.408 respectively. The
traditional items selected for the released exam had 0.625 for difficulty and 0.483
for discrimination. Thus, the design of the exam was to have the conceptual and
traditional items similar in difficulty. The “predicted” difficulty was quite close
for the conceptual items, but the traditional items have now tested slightly more
difficult than when they were trial tested. This was also true in the second term
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exam, where the predicted average difficulty based on the trial tests was 0.53 for
conceptual items and 0.63 for traditional items (as compared to the observed 0.51
and 0.54.)

Finally, it is also worth noting that the two exams have some apparent
structural differences as delineated in Table V. The difference in performance
between the conceptual and traditional by item pairs is examined further,
identifying a performance gap (by difficulty value) of more than 10% or 20%. It
should also be noted that the item pairs included in the >20% category are also
explicitly listed in the >10% category.

Table III. Classical Item Analysis for Paired Questions – First Term†(18)

Topic Item
Pair

Conc. Diff. Conc. Disc. Trad. Diff. Trad. Disc.

P1 0.604 0.476 0.712 0.414

P2 0.870 0.222 0.795 0.419Properties of
Matter

P3 0.651 0.489 0.738 0.417

Atoms A1 0.600 0.559 0.696 0.493

ST1 0.519 0.524 0.764 0.454

ST2 0.812 0.334 0.419 0.547

ST3 0.851 0.334 0.696 0.455

ST4 0.456 0.551 0.607 0.680

Stoichiometry

ST5 0.460 0.463 0.473 0.715

G1 0.655 0.479 0.698 0.39

G2 0.741 0.390 0.715 0.454Gases

G3 0.609 0.434 0.188 0.338

SO1 0.613 0.482 0.636 0.244
Solutions

SO2 0.445 0.421 0.404 0.547

Atomic Structure AS1 0.557 0.423 0.611 0.385

MS1 0.611 0.433 0.687 0.490

MS2 0.611 0.441 0.447 0.562

MS3 0.866 0.260 0.651 0.488
Molecular
Structure

MS4 0.804 0.399 0.504 0.325

Thermo-chemistry TH1 0.729 0.432 0.514 0.473
† Conc. Diff. = difficulty of conceptual item; Conc. Disc. = discrimination of conceptual
item; Trad. Diff. = difficulty of traditional item; Trad. Disc. = discrimination of traditional
item.

200

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
01

2

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



In the first-term exam, it is much more common for large differences (defined
somewhat arbitrarily as greater than a 10% difference in performance) in difficulty
for paired items to result from the conceptual item having a much higher difficulty
index (i.e. the conceptual item has better performance.) By contrast, in the
second-term exam, while the number of pairs with 20% or more performance
difference is the same (2 each) the number of traditional items with at least 10%
better perfomance is 6 compared to just 2 where the conceptual item shows better
performance.

Table IV. Classical Item Analysis for Paired Questions – Second Term†

Topic Item
Pair

Conc. Diff. Conc. Disc Trad. Diff. Trad. Diff.

EQ1 0.486 0.442 0.532 0.368

EQ2 0.495 0.583 0.408 0.486Equilibrium

EQ3 0.224 0.391 0.445 0.452

K1 0.489 0.433 0.480 0.372
Kinetics

K2 0.665 0.251 0.622 0.477

TD1 0.445 0.375 0.561 0.337

TD2 0.426 0.427 0.707 0.441Thermodynamics

TD3 0.520 0.429 0.574 0.511

EC1 0.403 0.435 0.333 0.382

EC2 0.513 0.441 0.613 0.475Electrochemistry

EC3 0.576 0.416 0.606 0.470

SO1 0.462 0.394 0.417 0.417

SO2 0.539 0.273 0.453 0.515Solutions

SO3 0.511 0.485 0.749 0.501

AB1 0.512 0.629 0.629 0.512

AB2 0.766 0.412 0.422 0.330

AB3 0.608 0.449 0.599 0.386
Acids/Bases

AB4 0.535 0.381 0.289 0.411

Nuclear N1 0.561 0.469 0.611 0.443

N2 0.528 0.475 0.700 0.497
† Conc. Diff. = difficulty of conceptual item; Conc. Disc. = discrimination of conceptual
item; Trad. Diff. = difficulty of traditional item; Trad. Disc. = discrimination of traditional
item.
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Table V. Item pairs with sizable performance differences

Higher performance on
conceptual items.

Higher performance on
traditional items.

10% higher 20% higher 10% higher 20% higher

First term exam ST2, ST3, G3,
MS2, MS3,
MS4, TH1

ST2, G3,
MS3, MS4,

TH1

P1, ST1, ST4 ST1

Second term exam AB2, AB4 AB2, AB4 TD1,
TD2, EC2,

SO3,AB1, N2

TD2, SO3

Discussion and Implications

At this point, the information presented is essentially an empirical
observation, predicated on the ability of the Exams Institute to organize both test
construction and data collection over nationally relevant student samples. This
does not imply, however, that these empirical observations provide no insight into
the robustness of theories of learning or assessment related to general chemistry.
In particular, it may be possible to infer some hypotheses about how the results
summarized here are related to chemistry education from either a research or
practice perspective.

The distinction between student performance on traditional chemistry items
versus conceptual items has been a key empirical motivation for understanding
how students learn chemistry for decades. One hypothesis that may be formulated
from the results on this set of exams is that the work of early investigations of
this phenomena (1–8) appears to have had an effect on instruction and student
learning. Twenty years after the seminal paper from Nurrenbern and Pickering
(1) a nationally administered exam can be crafted to measure both aspects of
student learning and the resulting student performance is no longer a one-sided
measure. As noted, for over 40 item pairs, performance is better on conceptual
items in 19 cases and on traditional items in 21 cases. It may be that conceptual
understanding gains are more substantial in material commonly covered in the first
semester of general chemistry (suggested by the data in Table V), but overly broad
generalizations about student conceptual understanding may be risky to make. In
essence, care must be exercised to avoid having research results engender new
myths about teaching and learning in general chemistry.

There are certainly several caveats that must be acknowledged relative to this
conjecture. First, any assessment is the product of the efforts of the writers and
carries with it the assumptions (implicit or explicit) they make in its construction.
In this case, the committee that constructed the exam had the ability to look at trial
test data and choose items that would allow for similar levels of performance, on
average, for conceptual and traditional items. The items used in earlier research
were generally designed to elicit the misunderstandings that students tend to
have, so the expectations of the measurement were different. Nonetheless, it is
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worth noting that even the trial tests were conducted “in the wild”, that is, within
classroom environments where the test was part of a course.

Second, the sample of instructors who use this exam is small. The number of
student performances for this sample is large, but it is possible, perhaps probable,
that the instructors who choose to use this particular exam are inclined to include
an emphasis of conceptual understanding in their teaching. Otherwise, they would
likely use other ACS exams without this same emphasis. It may be that there are
classrooms where student performance on the traditional items would be much
better than conceptual, because the instructor does not emphasize conceptual
understanding. Within test theory (19), however, this eventuality would represent
a case where the test is utilized outside of its appropriate content domain. Third,
general chemistry textbooks from the 1980’s when the initial studies were
conducted had less emphasis on particulate level, conceptual understanding of
chemistry than more recent books. To enumerate this claim, counts were carried
out of illustrations that depict the particulate nature of matter (PNM) in a selection
of textbooks from the 1980’s era, and the current era. Some judgment is required
to categorize illustrations. For example, Lewis structures are considered symbolic
in this context, rather than PNM illustrations. Orbital illustrations are also not
included, in part because they tend to support a different form of pedagogy related
to bonding rather than reactivity and in part because there has been relatively
little change in the extent of these depictions utilized in texts. Illusrations are
designated dynamic if they impart information about either physical or chemical
change. The data from this exercise is summarized in Table VI.

The percentage of pages on which any particulate-level images are shown
in the older set of books is 5.5%, while in modern texts the value is 30%. The
comparison is evenmore dramatic when the nature of the illustration is considered.
Images that imply dynamic characteristics (reactivity) at the particulate level
increase from less than 1% to 5%. Dramatically, though not summarized in
Table VI, in the 6 older texts, not a single end-of-chapter exercise utilizes a PNM
illustration. Across the current textbooks, 236 pages in the 7 texts in the current
sample contain at least one problem with such an illustration. This represents over
3% of the total pages. There seems to be little doubt that students today have a
better chance of seeing PNM, conceptual depictions than students of 20 years ago.

Finally, students may be learning how to take tests that include conceptual
items. From the perspective of learning theory, student test taking can often be
understood in terms of which cognitive process is engaged. As categorized by
Evans (20), there are two systems (System 1 and System 2) that humans access to
accomplish a given cognitive task. System 1 tends to be more heuristic (21) where
System 2 is more analytical and utilizes working memory (22). If students have
been exposed to tasks that are categorized as conceptual often enough, they may
have constructed useful heuristics that allow for facile answers to these questions,
regardless of the putative conceptual nature of the item. In the early research in this
field (1–8), there is little chance that the subjects had such heuristics, because the
items were quite novel. Over the past two decades, more test items have emerged
that are conceptual based. Student practice at answering these items increases,
and test performance improves due to this practice and the heuristic reasoning it
induces.

203

 J
ul

y 
1,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
26

, 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
4.

ch
01

2

In Investigating Classroom Myths through Research on Teaching and Learning; Bunce, D.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Table VI. Counts of images of the particulate nature of matter in
representative general chemistry textbooks of two eras

Text (Year)
% of pages with
particulate-level

images

% of pages
with “dynamic”
particulate
images

Brady and Holum, 1981 7% 1.4%

Chang, 2E, 1984 6% 0.8%

Gillespie, Humphries, Baird and Robinson, 2E,
1989

6% 0.7%

Holtzclaw and Robinson, 8E, 1988 5% 0.5%

McQuarrie and Rock, 2E, 1987 6% 1.0%

Mortimer, 6E, 1986 3% 0.7%

Average – 1980’s era 5.5% 0.9%

Ebbing and Gammon, 9E 33% 6%

Gilbert, Kirss, Foster and Davies, 2E 24% 6%

Kotz, Treichel and Townsend, 7E 31% 6%

Moore, Stanitski and Jurs, 4E 25% 7%

Silberberg, 5E 35% 9%

Tro, 2E 31% 6%

Zumdahl and Zumdahl, 7E 27% 7%

Average – 2010 era 30% 7%

These, or any other conjectures or hypotheses about the observations for
national samples of student performances, do not mitigate the importance of
these exams as a tool for instruction and research. It does, however, point to the
importance of having a theory base for both instruction and assessment in terms
of using these exams. Ideally, test development “in the wild”, such as that carried
out by the Exams Institute will result in an instrument that has utility for research
within a range of possible theory bases. The exams themselves are designed to
have value for practicing educators, so long as care is taken to be sure that the
content domain covered in the exam matches that of the course in which it is used.
In the case of the paired-questions exams, this domain must include the relative
emphasis of conceptual understanding.

Finally, it is worth noting that the sample analyzed here is large and
representative of a range of instructional strategies. Even if many or most of
the instructors value conceptual understanding for their students, there is little
doubt that they have varying levels of emphasis on conceptual understanding.
Thus, the empirical observation that an assessment can be constructed to span
both conceptual and traditional domains is useful in itself. It suggests that the
research results of the late 20th century, may have led to instructional changes that
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are having measurable improvements in student conceptual understanding in the
early 21st century. The results presented here by no means prove this conjecture,
but they offer tantalizing evidence that research driven curricular change can be
effective.

Finally, the item analysis presented here provides an important benchmark
for subsequent usage of these exams in future research. In particular, instructors
who implement new pedagogies or other teaching interventions designed to
enhance conceptual understanding have a well-characterized tool to measure their
innovation.
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Chapter 13

Diverse Methodologies Used
To Challenge Myths

Jessica R. VandenPlas*,1 and Diane M. Bunce2

1Chemistry Department, Grand Valley State University,
Allendale, Michigan 49401

2Chemistry Department, The Catholic University of America,
Washington, DC 20064

*E-mail: vandenpj@gvsu.edu

The chapters in this book present a wide range of research
questions and methodologies challenging commonly held
myths of teaching and learning. There are many valid research
designs that can be used to conduct quality research including
quantitativemethods, qualitativemethods, test analysis theories,
and in many cases utilizing multiple experiments to address
complicated questions. Each chapter in this book can be viewed
independently as an example of a typical type of research. This
final chapter will revisit the research presented previously and
discuss it in terms of the research methodologies used. The
purpose is to help the reader better see the infrastructure of
the research presented and how the methodology employed
matches the research questions asked.

Introduction

One of the purposes of this book was to provide reports of research that
addressed some popular myths about teaching and learning. The questions
investigated included the following: How long do students pay attention in
lecture? How long do they retain knowledge after a test?; Can students do inquiry
even if their teachers don’t think they can? Do students do better in semester-long
or intensive summer school chemistry courses? Do student-prepared formula
sheets help or hinder students’ achievement on tests compared to formula sheets
prepared by teachers? Is the same amount of content taught in an activity-based
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vs. a lecture-based course? Can we analyze test questions to help identify topics
that are difficult for students?; Can standardized tests be used to gauge whether
we as a field have made progress teaching conceptual understanding? What
are effective ways to choose and implement different visualization methods in
chemistry? What is the process of developing valid and reliable assessments?
How can surveys be used to track changes in student use of curriculum options
over time?

This is a diverse list of questions that are tied to myths (cultural beliefs) that
research can investigate and challenge. The take home message of the book is that
any belief that appears to explain some aspect of the teaching/learning process
is worth investigating in an attempt to place it on a firmer footing than hearsay
alone. The goal is to put the process of teaching and learning on a firm foundation
supported by research results. This is easier said than done. Teaching and
learning are complicated processes that encompass a large number of variables,
only some of which we may be aware of. These variables may include student
aptitude; student self confidence in pursuing understanding of difficult topics;
time available to learn the material; the way the material is presented in terms
of visual, audio or kinesthetic approaches; the framework of the course and the
materials provided to support learning; the empathy and support provided by the
teacher; and the appropriateness and accessibility of testing measures. In some
situations, we may not even be aware of what the variables are as well as not
knowing how to adequately measure or control them.

In reading the research presented in this book, we can analyze both the
types of questions asked and the research methodologies employed. No two
studies reported here are alike. They all ask different questions and use different
methodologies that help address these unique questions. Rather than just looking
at the results of these studies, this chapter will analyze the methodologies used to
address the questions raised by the researchers. The purpose of this chapter, then,
is different from the rest of the book. Here we are more interested in how the
questions were addressed rather than what the results of the research were. To this
end, we will revisit the chapters analyzing the research methodologies employed
and how these methodologies were used to address the questions asked.

Quantitative, Statistical Research Designs

One of the most common research designs, shared by several studies in
this book, involves the collection of quantitative data that can be analyzed
using inferential statistics (1). Quantitative data can be collected in many ways,
from traditional in-class quizzes and exams, to novel methods, such as the
use of clickers described in the chapter by Neiles et al. (Chapter 5). Before
any quantitative data is collected, researchers have many decisions to make
in how to process and analyze the data to best address the research question
being asked. One of the most common ways of dealing with quantitative data
is to use significance testing to identify differences, or the lack thereof, among
datasets. Such methods were used to address several research questions in this
book including topics such as student achievement, course design, and attention
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allocation. Each study applied these methods in a unique manner that was
determined by the question that was being asked.

Studies Utilizing Quantitative Methods

The study by Bunce and VandenPlas (Chapter 2) was conducted to investigate
how student knowledge changed over time. In order to address such a research
question, the researchers must first operationally define terms such as “knowledge”
for the purposes of the study. In this case, the researchers used student performance
on in-class quizzes and exams as a way of approximating student knowledge.
The quiz and exam questions used for the study were short answer questions,
providing students’ free responses as data for the investigation. These data could
be analyzed several ways, ranging from a direct qualitative analysis of the language
used in the answers, to the more quantitative methods analyzing achievement
employed in this study. In this case, the student answers were rubric-scored by
the researchers, a common method of converting free responses (qualitative data)
into numerical (quantitative) data for the purpose of statistical analysis. This is
one way to simplify a large data set for a more manageable analysis. Here it also
allowed the researchers to compare student scores across testing occasions in a
statistical manner. This provided a clearer picture of the changes that occurred and
how these were influenced by variables such as course type and students’ logical
reasoning ability.

Because these data were analyzed in a quantitative manner, the researchers
were able to document the trends observed in student scores (no significant
decay for nursing and high school students, but immediate decay for nonscience
majors). Although the trends could be identified, the reasons for these trends
could not. This would require asking a different research question: why student
knowledge changed over time rather than whether it changed over time. Clearly,
one must document if a change occurs before asking why it occurs. Collecting
student quiz/exam responses was a reasonable method of determining whether
students’ knowledge changed over time, but additional data would be needed to
answer the question of why this happened in some classes and not others.

As a start towards addressing competing explanations for the resulting data,
the researchers collected and analyzed additional qualitative data in the form
of student evaluations. This was used to investigate the hypothesis that student
motivation may play a role in how knowledge changes over time. The evaluation
did help to eliminate some possible explanations for why the data provided
the trends it did. Because different measurement tools were used, the study by
Bunce and VandenPlas is considered a mixed methods design (2), utilizing both
quantitative analyses (statistical analyses of student quiz and exam scores) and
qualitative analyses (rubric-scoring student free responses and a survey to collect
data on student motivation). Mixed methods designs allow for triangulation
of data. Data triangulation is the process of collecting data from more than
one source or instrument and analyzing it to reveal inconsistencies, identify
contradictions, or to provide complementary data to support interpretation (3).
Triangulation also helps to control overall threats to validity by balancing the
individual threats of different data collection methods. Mixed methods designs
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can therefore often provide a more complete picture of the research questions
posed, and the soundness of the data interpretation by the researchers.

In the study conducted by VandenPlas et al. (Chapter 3), the authors also
addressed a research question regarding student achievement. In this case, the
authors had competing hypotheses regarding how students would perform in both
the short-term and long-term after using formula sheets on examinations. Both
competing hypotheses predicted students would do better on examinations when
they had prepared their own formula sheets, either because students had spent
extra time organizing their knowledge or because the formula sheet served as an
external storage device. The research hypotheses differed, however, on the long-
term effects of allowing students to use their own formula sheets. The overarching
question in this study was: would students learn more overall because of the
time spent organizing their sheets and identifying important concepts, or would
they learn less because they had these sheets to rely on? To test these competing
hypotheses a two-part study was devised.

As in most achievement studies, control of variables was important. Because
formula sheet use on a single exam was hypothesized to affect a student’s
knowledge structure on the topics covered by that exam, and due to the integrated
nature of chemistry concepts, students were assigned to one research treatment for
the entire semester. Course sections were randomly designated as “experimental”
and “control” groups, and all students enrolled in those sections experienced
the same presentation of material and exam questions. In the “experimental”
section, students were allowed to prepare their own formula sheets, whereas
in the “control” section students were given the standard instructor-prepared
formula sheets. Confounding effects can arise when entire sections are sampled in
this way, including self-selection into certain class sections, time-of-day effects,
and other variables. To control for these possible effects, the researchers had to
demonstrate that the sections being compared were equivalent prior to beginning
the study. It is common to make this comparison statistically on some pertinent
achievement measure or demographic prior to the research intervention. In
this study, the researchers used student achievement without formula sheets on
several quizzes prior to the start of the research to demonstrate that the sections
performed equivalently under similar test conditions.

The study by VandenPlas et al. is an example of a quantitative study, relying
only on quantitative data and statistical analyses to address the research question.
Although the results of the statistical tests for this study were all non-significant,
showing that the intervention (student-prepared formula sheets) did not affect
student performance and thus failing to confirm the initial research hypotheses,
the outcome did address the question asked. In this study, the authors set out to
prove a common classroom myth regarding how formula sheets hinder student
learning. In the end the non-significant statistical results helped to disprove the
myth instead.

The study by Hall et al. (Chapter 8) is another example of a quantitative
study based on research questions regarding student achievement. In this study,
the authors compared chemistry content knowledge between students taking
chemistry courses during a 3-week summer session with those in a traditional
15-week semester. In addition, chemistry content knowledge of students in
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these two course types was compared by life experience (time since high school
graduation). As previously discussed, the authors first had to define “chemistry
content knowledge” in order to devise a method of addressing their research
questions. In this case, student achievement on an in-class exam was used as a
measure of chemistry content knowledge. This provided quantitative data, and
allowed for a statistical comparison between groups of students.

A unique aspect of this study is that instead of collecting a new set of data
to address their research question, the authors conducted a secondary analysis
of existing longitudinal data. A secondary analysis is an examination of data
that goes beyond what was originally intended when the data were collected.
The researchers discuss the pros and cons of using a secondary analysis in their
chapter, but the main advantage is clear: data already existed that would allow
the researchers to investigate their research questions. The data only needed to
be analyzed in a different way. This is a good use of longitudinal data, which is
costly both in terms of time and money to collect. This study utilized four years
worth of data, which would have required a significant amount of effort for the
researchers to collect. Instead, the researchers were able to utilize data that had
already been collected for a different purpose. Although this gave the researchers
less freedom to design the study, the tradeoff in the amount of data collected was
deemed worthwhile.

Results of this study showed significant achievement differences between
students in the two courses. The statistical results demonstrate that students
enrolled in the 3-week summer session gained more chemistry content knowledge
than those in the traditional 15-week semester. Students who had graduated from
high school more than 5 years prior to taking the course were also shown to
possess more chemistry content knowledge than those who graduated less than
5 years prior to taking the course. As in the Bunce and VandenPlas (Chapter
2) study, the existing data could not address why these differences occurred,
but the data did allow the researchers to address their initial research questions
regarding if the differences existed. The authors suggest that a mixed-methods
study, using qualitative data such as interviews in addition to the quantitative
analysis of student performance, would have been a good methodology to address
these additional research questions. Using existing data restricted this study to a
quantitative design.

The article by Neiles et al. (Chapter 5) is an example of a project devoted
not to chemistry content, but to student behavior. This study sought to identify
the pattern of student attention during class specifically, at what point attention
lapses occurred and the length of these lapses. Because the research question
dealt with timing issues, it was important for the researchers to devise a real-time
data collection method. While the researchers could have collected retrospective
reports from students after class or as part of a daily or weekly survey, this
would not have adequately addressed the time-sensitive nature of the research
questions, such as whether attention remained constant during lecture, or varied
based on teaching pedagogy. Instead, the researchers used a novel data collection
method—utilizing student response systems (“clickers”) to collect student
self-reports of attention lapses in real-time during class.
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The data collected in this study is qualitative in nature (student self-reports
of attention lapses), but the use of clickers converts this to quantitative, numerical
data (number of lapses, the time each lapse occurred, and student-report of
lapse length). From there, the authors use statistical methods to analyze the data
specifically, significance testing used to compare the occurrence of attention
lapses throughout the courses studied. This use of significance testing methods
shows that it is not limited to achievement data or test scores as described in
previously discussed studies. The same statistical methods can be applied to any
set of quantitative data as in this case where behavioral data reported by students
themselves was used.

In this study, two of the three courses investigated showed nonsignificant
results. The third course showed more variation in attention lapses reported
by students. This demonstrates the importance of gathering a robust data set,
such as the three courses, rather than just one, used in this study. The courses
were analyzed separately due to the inherent differences among them, but these
separate analyses also allowed the researchers a finer level of investigation. Here
the significant results found for a single course may have been lost if data from
these three disparate courses had been aggregated.

Qualitative Research Designs

In many cases, quantitative data is not appropriate for addressing a given
research question. Researchers sometimes seek to investigate research questions
describing a particular classroom situation, discussing why a particular effect
occurs, or the process by which educational changes occur. To answer questions
like these, qualitative data is often a more suitable and powerful tool. Qualitative
data can take the form of interviews, surveys, observations, document analysis,
or field notes (3). Rather than using inferential statistics, qualitative coding
and descriptive statistics (describing the frequency of certain occurrences, for
example) are more appropriate methods of analyzing qualitative data. Many
studies described in this book include at least some qualitative methods to aid
in data triangulation resulting in mixed-methods designs. The studies described
here, however, focus exclusively on qualitative designs.

Studies Utilizing Qualitative Methods

The chapter by Daubenmire et al. (Chapter 7) explored two research
questions regarding whether a curricular intervention would result in high school
chemistry teachers changing their instructional practices to include more inquiry
activities. If so, then a second question concerning if the teachers would perceive
shifts in student abilities to perform such inquiry activities was asked. These
research questions focus not on student knowledge acquisition itself, but rather on
classroom practices and how to bring about change in such practices. To answer
these questions, the researchers used qualitative research methods involving the
practices of teachers and students at multiple institutions.
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The first method used to gather data in this study was the use of focus groups.
Conducting focus groups at various points throughout the study enabled the
researchers to gather feedback from multiple teachers simultaneously, without
having to interview each teacher individually. The researchers then qualitatively
coded the teacher feedback using a theoretical framework appropriate for their
investigation called SWOO (Strengths, Weaknesses, Obstacles, and Opportunities
of program implementation). This data provided evidence that teachers were
indeed moving in the direction of adopting more inquiry in the classroom as a
result of the support provided within the teacher training and curricular initiative.

To triangulate this data, the researchers used two surveys of the teachers
themselves. The first was a self-assessment developed specifically for this project,
asking teachers to rank their own progress and that of their students towards
achieving specific program benchmarks (including conducting inquiry activities).
The second was an existing survey, called the Survey of Enacted Curriculum
(SEC), which was given to both teachers taking part in the curricular and training
intervention being studied and those who were not. This survey asked teachers to
identify the time they spent in various classroom activities, including focusing on
specific concept or skill developments. Data from both of these surveys agreed
with the earlier focus group data, and showed that teachers taking part in the
curricular intervention spent more time on average using inquiry activities or
developing inquiry skills than those who were not part of the initiative.

Finally, to further investigate teacher and student use of inquiry, researchers
analyzed reports made by program coaches from the training initiative. The
program coaches worked with teachers one-on-one on a regular basis to help
them adopt the new curricular approach and to mentor them in the classroom.
The coaches provided regular reports to the researchers, and these reports were
analyzed for both the occurrence and frequency of representative quotes, which
the researchers used in their analysis. This study is a good example of a qualitative
research design, but perhaps more importantly, shows the importance of data
triangulation. Although the researchers could have collected only one type of
data (focus group feedback, for example), they collected multiple data sets from
multiple sources, including teachers involved in the study, teachers outside the
study, and program coaches to inform their conclusions. This provided a rich
dataset that the authors used to directly address their research questions. The end
result demonstrated that teachers (and their students) exposed to the particular
curricular and teacher training intervention were, in fact, successful in moving
towards more inquiry based activities in the classroom.

The study by Pienta (Chapter 9) is another example of a study that focused on
non-content material related to chemistry, and which used qualitative methods, in
this case, surveying. In this study, the author was interested in how students valued
various course components, such as lecture or textbooks, in their learning. This
study also serves as an example of longitudinal research, in that data was collected
for 10 years using a single instrument. This allowed the researcher to identify
trends in student responses and how these trends changed over time. While data
from a single data collection may sometimes be skewed by mitigating factors, a
longitudinal study provides a robust dataset for analysis and increases confidence
in the interpretation of the results of the analyses by the author.
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Pienta’s research used a Likert-scale survey to gather information from
students regarding self-reports of the relative value and time spent interacting
with each course component. Because of the nature of the research questions
being investigated, inferential statistical analyses and significance testing were
not appropriate for this study, even though the qualitative data collection method
(surveying) used provided numerical data (Likert scores). Instead, descriptive
statistics, including frequency counts of student responses in each Likert category,
are reported and graphed, allowing the researchers to identify the students’ value
of each component. Changes in these trends over time were also investigated.
Additional descriptive statistics such as mean and standard deviation were
reported for student self-reports of time spent on various course components and
non-course related activities.

Using Test Analysis Theories To Address Research Questions

One thing that many of the previously discussed studies have in common
is the use of an instrument, whether quantitative or qualitative, to collect data.
When chemists hear the word “instrument” they no doubt think of an HPLC or
GC-MS, but for chemical educators, “instruments” are data collection tools such
as attitudinal surveys and chemistry content exams. While many of the studies
discussed in this book make use of existing instruments, such as the GALT or
TOLT exams, several also develop their own exams or surveys. Although the
selection, development, and validation of these instruments are not discussed
in depth in these individual studies, the chapter by Barbera and VandenPlas
(Chapter 11) provides a discussion of the considerations that should be made
when conducting research that utilizes such instruments. The authors discuss
existing literature on how to develop valid and reliable instruments for use in
research, including how existing instruments may need to be evaluated before
use in a study. For further discussion on designing tests and surveys, consult
Scantlebury and Boone’s chapter (4) in a previous symposium series volume.

Once a robust instrument has been built or selected, there are many statistical
tools available to analyze the data collected. Classical Test Theory (CTT) and
Item Response Theory (IRT) are two frameworks that can be used to analyze data
collected from an instrument, and two studies in this book, utilizing these models
are discussed below.

Classical Test Theory

The study by Holme and Murphy (Chapter 12) is an example of research
utilizing Classical Test Theory (CTT) to analyze student performance data on
a developed instrument. In this study, the researchers looked at a large data
set collected from students who had taken the American Chemical Society’s
Paired-Questions exams (first- and second-semester) at different institutions. In
this case, item level statistics were used not only to develop the instrument itself
(which was not the focus of this particular study), but also to separately investigate
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a research question regarding student achievement on two different types of
chemistry content questions, namely, conceptual and algorithmic questions.

Although the researchers discuss how item statistics from CTT, such as
difficulty and discrimination, were used to select the items that ultimately became
part of the final instruments, the more interesting use of these statistics comes
in analyzing student performance on the final instruments themselves. Item
difficulty, in particular, is used to compare traditional and conceptual questions on
a single topic to identify where students have difficulty. The item level statistics
provide a picture of the general trends in student achievement for both conceptual
and algorithmic questions.

This study is an example in which overall student achievement on the exam,
as used in some of the studies discussed previously, could not directly address
the proposed research questions. Even pooling all traditional questions and
comparing them to the pool of all conceptual questions would have lost the
fine-grained nature of this analysis, and provided an unconvincing answer to the
research questions presented in the study. Analyzing individual item pairs allowed
the researchers to compare traditional versus conceptual questions for individual
topics in chemistry, and to tease out which topics were more difficult for students.
The authors used these results to address the question of whether students were
more likely to successfully answer traditional or conceptual questions today, as
compared to results from earlier research.

Item Response Theory

The research presented by Shurmeier et al. (Chapter 10) is another example of
analyzing a large dataset collected over many years on a large number of students.
In this study Shurmeier et al. used ItemResponse Theory (IRT) in amanner similar
to that of Holme andMurphy’s use of CTT as discussed previously (Chapter 12), in
order to answer research questions regarding student achievement and capabilities
in chemistry.

IRT, like CTT, can be used to determine item difficulties and discriminations,
but IRT can also assign students to individual ability levels. The authors indicate
that results from early IRT analyses were used to eliminate poorly performing
questions from the final instrument and to measure test reliability. Here, the
statistics were used to directly answers the main research question, namely, are
some topics in chemistry more difficult for students than others?

Using IRT, the authors were able to identify topics that were consistently easy
for students, such as unit conversion and balancing equations, and those that were
consistently difficult, such as the particulate nature of matter and intermolecular
forces. The analysis also allowed the researchers to analyze students’ performance
by their ability, and to predict which topics would be difficult for different ability-
level students. This reflects a fine grain of detail, and allows the research to identify
the best questions for sorting students by letter grade (A, B, C, D, and F). For
example, questions dealing with the particulate nature of matter were routinely
missed by students who received a low C, D, or F on the exam, while A, B, and
high C students did not demonstrate difficulty with these questions. This same
analysis was carried out for other types of questions and in this way, it was possible
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to identify topics that were both difficult for all students enrolled in the course and
which were difficult for only lower performing students.

To address this research question, Shurmeier et al. needed a research design
that would allow them to compare student achievement on questions across a large
number of topics. In this case, achievement was defined as student performance
on course exams, which allowed for multiple questions on each topic to be tested.
Data were collected on multiple versions of the in-class exams over several years,
using several thousand students. While there may be other research methodologies
capable of addressing the research question in this study, the large amount of data
collected was handled well by IRT thus providing a robust statistical analysis.

Assembling a Body of Literature To Address Complex Research
Questions

Occasionally we are faced with a research question for which a large body of
research already exists. A thorough analysis of the literature is a time consuming
process, but synthesizing existing work can frequently provide satisfying results.
In situations where individual research studies each add a piece to the puzzle, it
may take several years of research, synthesized into a single body of work, to
address more complex research questions. Two chapters in this book provide
discussions of how the researchers have compiled a large body of work through
their own research, and that of others, to best address long-standing myths from
multiple angles.

Integrating Multiple Experiments

The chapter by Oliver-Hoyo (Chapter 4) is one such example. In this case,
the author presents a review of her own research, consisting of four separate
studies on the use of a new curriculum entitled cAcL2 (concept Advancement
through chemistry Lab-Lecture). The benefit of a review of the literature in this
case is that it allows the data from multiple independent studies to be compared
simultaneously and considered as a whole. This provides triangulation for the
individual datasets, and offers compelling evidence to address the research
question of how this particular curricular intervention (a lab-lecture hybrid)
compares to the effectiveness of covering content with traditional lecture-based
methods.

This chapter discusses four separate studies that have previously been
published, and which provide evidence for the efficacy of the cAcL2 method.
The first study is an achievement study, comparing exam scores between students
experiencing the cAcL2 method and those in a traditional lecture class. This
was a quantitative design, in which exam scores were compared using statistical
significance tests. The results of these tests suggested that the cAcL2 students
performed significantly better than the traditional students on many exams.

Two attitudinal studies were also conducted, the first using surveys developed
specifically for this project, and the second using an array of qualitative data
collection methods including interviews, surveys, student self-reports via
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journaling, and field note entries from the researchers themselves. Although these
qualitative data on student attitudes could not address how the cAcL2 method
influenced students’ understanding of chemistry, they were used to support
the observation that students viewed the cAcL2 method more positively as the
semester progressed.

Finally, a study was described in which the researcher studied students’ higher
order cognitive skill development. To do this, qualitative data were collected in the
form of student reflections on their own problem solving methods after completing
several conceptual chemistry problems. The problem solutions themselves were
not studied. Instead, the retrospective reflection on themethods the student used to
solve the problems was qualitatively coded by the researcher using the theoretical
framework of Bloom’s taxonomy. These codes were compared over time resulting
in the emergence of a general trend in which students exposed to the cAcL2method
showed increased use of higher order (abstract) reasoning to solve problems.

Taken together, these four studies provide a well-rounded view of the effects
of using the cAcL2 method in the classroom. While each study individually is a
crucial piece to the puzzle, combining multiple studies in this way provides a much
clearer overall picture of the body of research used to address the over arching
research question.

Addressing Pervasive Myths

Williamson (Chapter 6) provides another review of the literature, including
many of her own studies, in her chapter discussing the use of visualizations in the
chemistry classroom. This review aggregates over a decade’s worth of research
on the topic, and uses this existing data to challenge several myths about the use
of visualizations, such as animations, in chemistry.

This chapter demonstrates how pervasive myths can be in the area of teaching
and learning despite existing proof to the contrary. For example, the first myth
addressed by Williamson centers on how much time must be sacrificed from
lecture in order to use animations. To counter this myth, Williamson cites her own
1995 study, in which students’ conceptual understanding of the particulate nature
of matter was compared after viewing animations for varying amounts of time.
This early study provides compelling evidence that viewing animations does not
require sacrificing large amounts of class time to reap significant benefits. Yet
this study completed over a decade ago and providing solid statistical evidence to
demonstrate this point, has not been sufficient to completely put this particular
myth to rest.

Williamson discusses six myths in total, each with a body of literature that
should effectively challenge the myth. The fact that these myths are so pervasive,
even in the face of such compelling research, is a testament to the power that myths
have within the culture of education. This chapter shows that simply conducting
and publishing good research is not enough. Researchers must advocate against
myths and continue to work to educate chemical educators of the research done to
disprove them.

TheWilliamson chapter is also a good example of the type of literature search
that should be undertaken in the process of forming one’s own research questions.
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Producing a review of the literature of this scope allows one to identify common
theoretical frameworks in the field, holes in the existing research, and prevents the
researcher from reinventing thewheel. This type of review aids in the development
of robust research questions that can serve as the starting point for quality research.
Such research not only challenges common myths, but adds value to the body of
literature as well.

Conclusions

This book encompasses a wide variety of research questions. The researchers
who addressed these questions each chose a different methodology including
quantitative, qualitative and mixed methods designs. Some researchers chose
questions that rely heavily on statistical analysis to answer. while others used
the wealth of information in the literature to help challenge myths. Each of these
methods provides different advantages and disadvantages. The researcher’s role
is to match the questions asked to the methodology that best addresses those
questions. Since myths are tied to beliefs about teaching and learning, myths are
pervasive in the culture of education and are difficult to isolate and confront. It
requires carefully crafted research questions and well designed studies to confront
these myths. Only with the data from thoughtful experiments, such as those
presented in this book, can teaching and learning myths be effectively challenged.
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ANOVA. See Analysis of variance
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development of individual items, 180
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during different teaching pedagogies, 54
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B
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Basic item statistics, 199
Bilog MG3 attempts, 139
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examinations, 144t

Bloom’s Taxonomy of Cognitive
Development, 48

Book
organization, 4t
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Build Content IDS, 84
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cAcL2. See Concept Advancement through
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CD-ROM accompanying book, 131
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Engineering Education (CSMEE), 90

Chemical education studies, 46
Chemistry content knowledge, 210
Chemistry in Context (ACS), 10
curriculum, 12

ChemSense Animator, 68, 68f
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Classical Test Theory (CTT), 138, 214
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assessment reliability, 139

Classroom research, 7
Clicker questions, 10, 54
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Consistently difficult general chemistry
topics, 148
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Constructing Measures, 180
Construct validity, 181
Content-based instruments
development and validity/reliability
chemistry education, 188t

used in chemistry education, 187t
Content-centered, teaching style, 11
Content coverage
item pairs for first term, 198t
item pairs for second term, 198t

Content references, 86
Content validity, 183
quantitative approach, 183

Context theories, 88
Control group, 210
Conventional wisdom, 31
Convergent validity, 183
Cookbook lab, 90
Course, 54
corresponding conceptual sample
questions, 14t

evaluation, student responses, 22t
exams, 28
structure, aspect, 20

Cover content, 33
overview, 33
supportive research, 35

Criterion validity, 181
map showing the main categories of
construct, 182f

Cronbach’s alpha calculation, 184
CSMEE. See Center for Science,
Mathematics, and Engineering
Education (CSMEE)

CTT. See Classical Test Theory (CTT)
Curricula approach, 10
Curricular robustness, 38
Curriculum design principles, 38t, 44
Curriculum designers, 88

D

Data analysis, 2
research study assessing student
attention, 57

Data reduction, 57
Data sources, 91
Data triangulation, 209
mixed methods designs, 209

Decay of knowledge, 7
learning process, 8
studies, 7
variables, 9

Decoding bar codes, 41

Demonstration, 54
Dependency hypothesis, 26
Derived Chemistry Anxiety Rating Scale,
47

Design-based outcome theory, 102, 102f
Design-based research, 88
Desire2Learn, 132
Dipole-dipole intermolecular attraction,
152

Directions to students, 56
Discriminant validity, 183
Domain theories, 88

E

Earth, second graders view, 34f
Easy general chemistry topics, 148
e-Homework Products, 128t
End-of-chapter (EOC) questions, 129
EOC. See End-of-chapter (EOC) questions
Exam development and structure, 196
Experience variable, plot of the significant
main effect of life, 117f

Experimental group, 210

F

Face validity, 183
Feedback, 9
focus group, 91

Fingerprinting, 41, 44
activity relating commercial bar codes
and elemental, spectra, 42f

Five Principles of curricular design, 33, 37
conscientious application, 45

Fixed computer models, 67
Formative assessments, 86
Formula sheets, general chemistry, 25
coding hypothesis, 26
dependency hypothesis, 26
discussion, 31
general chemistry I, 29t
general chemistry II, 29t
instructor-written, 26
methods, 27
number of students by course and
section, 27t

results, 28
student final exam scores, 31t
student hourly exam scores, 30t

Frequency scales, 126
Freshman Chemistry program, 147
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GALT. See Group Assessment of Logical
Thinking (GALT)

Gaussian probability distribution, 138
Gender gap treatment, 71
General chemistry
consistently difficult topics, 148
easy topics, 148

General chemistry student surveys
accounting use of time, 132, 133t
analysis and discussion of results, 128
background, 122
components and data, 123
course components, 122
overview, 121
percentage of class represented, 126t
vs. frequency for fall 2009, 127f
what helped you learn and succeed, 124t

Generation of fundamental ideas, 40
Graded homework, 9
Graduate Record Exam (GRE), 146
GRE. See Graduate Record Exam (GRE)
Group Assessment of Logical Thinking
(GALT), 56, 73
interaction between student attention, 59
main and interaction effects, 19
scores by course, 15t
test, 15

Guided inquiry, 131

H

High School Transformation, 84
initiative, 84
strategy, 84

Hockley’s research, 7
Homogeneity of variance, 17

I

ICC. See Item characteristic curve (ICC)
Identifying teaching pedagogies, 56
IDS. See Instructional Development
Systems (IDS)

IEP. See Individual education plan (IEP)
Implementation analysis, 91
Individual education plan (IEP), 83
Inorganic nomenclature, 173
questions and statistics related, 173t

Inquiry-based practices, 96

exemplary cases showing teachers using
IDS, 99t

sample school teams comparison of time
spent, 98f

students, 100
teachers, 100

Inquiry-guided instruction, 39
Inquiry-related instructional practices, 96
Institutional Review Board (IRB), 55
Instructional Development Systems (IDS),
84, 85f
adaptive practice, 96
benchmarks, 95
sample set of histograms of growth,
95f

coaching approach, 96
5E approach and science writing
heuristic, 87t

methodology, 88
participants and data sources, 91
program components, 86
research question, 88
stages of implementing inquiry
instruction, 101t

teacher’s self assessment, 94
trend analysis, 96

Instructional materials, design, 37
Instructor-built models, 66
Instructor-prepared formula sheets, 27
Instruments
chemistry concept, 178
debunked, 180
defined, 178
design, 178
internal consistency, 184
meets my need, 180
modification, 179
reproducibility, 184
validity, 179

Intensive courses, 112
Interactive computer animations, 69, 69f
Intermolecular forces, 137
questions and statistics related, 154t

Internet, free animations, 77
Inter-rater reliability, 56, 185
IPE. See IRT parameter estimates (IPE)
IRB. See Institutional Review Board (IRB)
IRT. See Item Response Theory (IRT)
IRT parameter estimates (IPE), 139
Item characteristic curve (ICC), 139, 141f,
145
ability vs. gathered information, 145
poorly discriminating, 141, 142f
steep slope, 140
test item, 145f

Item information curve, 145
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generated for question discussed, 146f
Item pairs with sizable performance
differences, 202t

Item Response Theory (IRT), 215
analysis, 139
assessment reliability, 139
employed to analyze students, 138
equation, 139
model, 139
overview, 138
parameters used, 139
particulate nature of matter, 149
primary research goal, 148
reliability index, 144t
unidimensionality, 144
validity, 145

J

JExam, 147
J-Mol, SF4 molecule, 67f
Johnstone’s components, 65
Journal articles, 51
Journal of Chemical Education, 73, 113

K

Knowledge
defined, 209
need-to-know basis, 10

KR-21. See Kuder-Richardson 21 (KR-21)
values

Kuder-Richardson 21 (KR-21) values, 139
individual examinations, 143t
reliable college examinations, 142

L

Lanyard clickers, 55
Learning Pyramid, 38
Lecture, 54
Lecture presentation, 132
Lecture segment, 54
difference in student attention, 61

Likert scale, 122
survey, 213
vs. frequency, 126

Limited working memory, 52
Literature, 7
London dispersion forces, 152
Loyola-UIC Science Inquiry, 84

LUC-UIC IDS logic model, 85, 85f

M

Macroscopic mental models, 75
MANOVA. See Amultivariate analysis of
variance (MANOVA)

McDaniel study, 9
Mole concept, 138
questions and statistics related, 171t

Molecular image problems, 163
questions and statistics related, 164t

Molecular polarity, 152
questions and statistics related, 154t

Motivation, defined, 11
Multiple choice questions, 13
Multiple experiments, 216
Myth, 1
belief systems, 2
challenging research, 3
dangerous, 2
diverse list of questions, 208
purpose, 3

N

National Institutes of Health, 55
Noncontent-based instruments
development and validity/reliability in
chemistry education, 191t

used in chemistry education, 189t
Novel data collection method, 211
Novice teachers, 6

O

Online Survey of Enacted Curriculum
(WCER), 89

Open-ended questions, 13
Outcome theories, 88

P

Paired questions, 196
classical item analysis first term, 200t
classical item analysis second term, 201t
illustration, 197f

Paired-Questions First-Semester General
Chemistry Exam (GC05PQF), 196
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Paired-Questions Second-Semester
General Exam (GC07PQS), 196

Particle behavior, 65
conceptual test, 71

Particulate animation, 73
Particulate nature of matter (PNM), 149,
203
questions and statistics related, 150t
representative general chemistry
textbooks of two eras, 204t

Past physics courses, 73
Pedagogical approach, 54
student-centered, 61
used in each course, 60t

Percent rank score
by year for additional course items, 131f
by year for selected course items, 129f

Periodic table, 9
Personal response devices (clickers), 55
Pervasive myths, 217
Photoelectric Effect, 42, 44
simulation activity to explore, 43f

Physical models, chemistry, 66
Play-Doh, 66
PLC. See Professional learning
communities (PLC)

PNM. See Particulate nature of matter
(PNM)

POGIL. See Process Orientated Guided
Inquiry (POGIL)

Predictive validity, 184
Preexisting inquiry skills, 83
Pre-test conceptual test, 71
Pretests, 15
Principles courses, chemistry textbook, 129
Principles sequence, 130
Process Orientated Guided Inquiry
(POGIL), 6

Professional development
curricular materials, 87
program and curriculum-specific, 87

Professional learning communities (PLC),
87

Psychological experimentation, 7

Q

Qualitative research designs, 212
studies, 212

Quantitative research designs, 208
studies, 208

Quantum numbers, 153
questions and statistics related, 154t

Quantum theory, 44

topics, demonstrations, and activities,
41t

QuickTime, 77
Quizzes, 16, 27
achievement interaction effect, 18
question means by course, 18t
students assigned, 14
time intervals, 14

R

Random error, data, 184
Rasch model, 139
one-parameter, 140

Reliability
defined, 179
implies validity, 184
inter-rater, 185
spilt-half, 184

Reliability index, 144
academic year examinations using
BILOG-MG 3, 144t

Research hypotheses, 112
Research methodology, 2
Research questions, 88
refining, 57

Research study assessing student attention
data analysis, 57
development of questions and
methodology, 53

discussion, 62
methodology and data collection, 55
overview, 51
results, 58
review process, 63
Statistical procedures, checking
assumptions of, 58

theory and literature review, 52
Role-playing activity, 66

S

Sample questions, conceptual, 14t
SCALE-UP, 38
SEC. See Survey of Enacted Curriculum
(SEC)

Seeing the Light, 43, 44
Self efficacy, 11
SEM. See Standard Error of Measure
(SEM)

Solution calorimetry, 170
questions and statistics related, 172t

Solutions manual/study guide, 126
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Spilt-half reliability, 184
Spiral curricula, 10
Standard Error of Measure (SEM), 142
and KR-21 reliability, 143t

Statistical analyses, 126
Statistical procedures, checking
assumptions, 58

Statistical research designs, 208
Statistical test, 16
Strong, weak, concentrated and dilute
acidic or basic solutions, 161
questions and statistics related, 162t

Student aptitude, 8
Student-centered, teaching style, 11
Student-Centered Active Learning
Environment for Undergraduate
Programs, 38

Student clicker responses, 55
Student cohorts, 15
Student motivation, 11
Survey of Enacted Curriculum (SEC), 91,
96, 213

SWOO analysis, 89, 91
code summary of comprehensive, 92f
teachers’ specific comments, 93

SWOO feedback, 91

T

Teachers focus groups, sample strengths
chart, 93f

Teachers self-reports, 100
Teaching assistant-led discussion, 130
Teaching style, 11
content-centered, 11
student-centered, 11

Test
effect of formula sheet type, 28
quiz question means by course, 18t
vs. quiz question achievement, 18

Test analysis theories, 214
Test of Logical Thinking (TOLT), 71
Test questions, 18
Test-retest method, 185
Tests methodology
overview, 13
selection of questions, 13

Textbook data, 126
Textbook exercises, 45
Textbooks, 12, 128t
TextRev website, 129
Theory-based research, 3
TIC. See Total information curves (TIC)

Timeline, data collection, 56
TOLT. See Test of Logical Thinking
(TOLT)

Total information curves (TIC), 146, 147f
Two-World specific theory, 33, 36, 37f

U

UGA. See University of Georgia (UGA)
Undergraduate courses, 12
Unidimensionality, 144
Unique instructors, 128t
University of Georgia (UGA), 147
University of Iowa, 122

V

Validated instruments, 179
Validity
concurrent, 184
construct, 181
content, 183
convergent, 183
criterion, 181
defined, 179
discriminant, 183
face, 183
predictive, 184
purely subjective measure, 184
reliability implies, 184
test, 145

Variables, 56
Video demonstration, 74
VisChem learning design, 76, 78
Visualization techniques
chemistry learning, 69
computer-based, 76
constructivist perspective, 70
defined, 65
demographic factors, 74
don’t cause misconceptions, 78
instructor values, 73
literature concern, 66
myth, 70
particulate animations, 73
promotion, 69
science education, 69
side-by-side view, 75
theory, 69
type, 66
use, 78
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W

WCER. See Online Survey of Enacted
Curriculum (WCER)
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